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Resumen

La sequia presenta un problema a nivel global, debido a su creciente aparicién y
severidad en distintas partes del planeta, el estado de Hidalgo, tuvo recientemente la
mayor crisis sobre este problema en 10 afios. Por lo cual, la oportuna y eficaz
identificaciéon de este fendmeno es fundamental para mitigar sus consecuencias con
medidas congruentes y acertadas.

El objetivo de esta investigacion fue poder aplicar distintas técnicas de mineria de
datos con métodos de agrupamiento no supervisados, pobre imagenes
multiespectrales para identificar y analizar patrones de sequia, asi como evaluar la
eficiencia de cada algoritmo sobre este problema. Con la finalidad de identificar si
estos algoritmos pueden ser una herramienta para los expertos y asi disminuir el
margen de error humano que estos puedan tener.

Se siguid la metodologia KDD (Knowledge Discovery in Databases) para el desarrollo
de la investigacion, obteniendo las imagenes multiespectrales mediante el programa
Landsat 8 y 9 de la region de Hidalgo durante 4 periodos con niveles de sequia
distintos. Estas fueron preprocesadasy transformadas con la finalidad de obteneruna
base consistente e integra. Posteriormente se aplicaron los algoritmos de
agrupamiento, K Means, Jerarquico y DBScan para segmentar las zonas afectadas. Se
realizo una evaluacién basada en indices de validacién a cada uno de los grupos y
algoritmos, identificando el mejor resultado y recreando las imagenes basadas en las
agrupaciones obtenidas por el mejor algoritmo.

La investigacion arrojo una ligera ventaja de K Means sobre el método Jerarquicoy una
deficiencia de DBScan para la identificacién de la sequia, puesto que la configuracion
de los parametros y el coste computacional impidieron obtener resultados utiles para
la investigacion por parte de este algoritmo. La reconstruccion de las imagenes
demostrd una agrupacion sensible a la severidad de la sequia, aunque hay que tomar
en cuenta que, la forma de identificar sequia y asignar un cluster fue distinta
dependiendo la fechay el nivel de sequia que contenia la imagen multiespectral.

Se concluye que el uso de algoritmos de mineria de datos en la identificacién de la
sequia es una herramienta bastante util que puede permitir a los expertos minimizar el
margen de error y algunas ambigliedades generadas por el ser humano. Ademas, se
demostré que K Means tuvo un mejor desempefno sobre del método Jerarquico y
DBScan para la identificacion de la sequia en el Estado de Hidalgo siendo una
herramienta util en esta tarea.



Abstract

Droughtis a global problem because its appearance and severity are growing. The state
of Hidalgo recently experienced its worst drought crisisin 10 years. Therefore, the quick
and effective identification of this phenomenon is essential to mitigate its
consequences with correct measures.

The objective of this research was to apply different data mining techniques, using
unsupervised clustering methods, on multispectral images. The goal was to identify
and analyze drought patterns. We also wanted to evaluate the efficiency of each
algorithm for this problem. We did this to see if these algorithms can be a tool for
experts to reduce human error.

We followed the KDD (Knowledge Discovery in Databases) methodology. We got the
multispectralimages from the Landsat 8 and 9 program for the Hidalgo region during 4
periods with different drought levels. These images were preprocessed and
transformed to get a consistent and complete database. After that, we applied the
clustering algorithms: K-Means, Hierarchical, and DBScan to segment the affected
zones. We did an evaluation using validation indices for each cluster and algorithm. We
identified the best result and recreated the images based on the clusters from the best
algorithm.

The research showed a small advantage for K-Means over the Hierarchical method,
and a deficiency for DBScan. This was because the parameter configuration and the
computational cost of DBScan stopped us from getting useful results. The
reconstruction of the images showed clustering that was sensitive to drought severity.
However, we must consider that the way to assign a cluster was different depending
on the date and the drought level in the multispectral image.

We conclude that using data mining algorithms for drought identification is a very
useful tool. It can allow experts to minimize human error and ambiguities. Also, we
showed that K-Means had a better performance than the Hierarchical method and
DBScan, making it a useful tool for this task in the State of Hidalgo.
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CAPITULO 1 INTRODUCCION

La sequia representa uno de los mayores desafios que el medio ambiente enfrenta. En
México el impacto de la sequia se ha intensificado en los ultimos afios debido a los
efectos del cambio climatico, las deforestaciones, una mala gestién de los recursos
hidricos y las actividades humanas sobre los ecosistemas naturales. Tener
herramientas para la identificacion de gravedad de este fendmeno es indispensable
para mitigar los efectos de la misma con mayor eficiencia. Actualmente la
identificacién de la sequia es un proceso rudimentario y dependiente de expertos que
pueden hacer que el proceso pueda estan influenciado por intereses, y en algunos
casos, haya diferencias entre expertos. Por lo cual proporcionar una herramienta que
permita a los expertos mitigar este fendmeno es fundamental.

Salas Martinez describe como a mediados del 2024 mas del 70% del territorio nacional
presentaba algln grado de afectacién a causa de la sequia (Salas-Martinez, 2021),
convirtiendo esta situacion en una de las crisis hidricas mas severas de las ultimas
décadas. Este escenariorevela la necesidad de desarrollar herramientas tecnolégicas
que permitan comprender, medir y mitigar el impacto del fendmeno de la sequia,
especialmente en regiones que se encuentra vulnerables ante este fendémeno como lo
es el estado de Hidalgo.

Ante este escenario, la aplicacion de técnicas de Mineria de Datos y Aprendizaje
Autdnomo ofrece una alternativaviable para el analisis objetivo de grandes volumenes
de informacion climaticay ambiental. Particularmente, los modelos de aprendizaje no
supervisados dan la oportunidad de agrupar comportamientos similares en conjuntos
de datos multivariables sin la necesidad de requerir etiquetas o categorias
predefinidas. Esta caracteristica resulta valiosa para el estudio de la sequia, dado que
permite clasificar zonas con condiciones atmosféricas y ecoldgicas semejantes,
facilitando la creacidon de mapas de intensidad y distribucion con una mayor precision.

Al dia de hoy, la identificacion de fendmenos ocasionados por la sequia y la sequia
misma son relativamente pocos en comparacién con otras areas de estudios. Como
punto de partida existen estudios capaces de identificar fendmenos relacionados con
la falta de lluvias y sus afectaciones, los efectos causados en grupos especificos
plantas y arboles, la perdida de volumen de los cuerpos de agua, la identificacién de
sequia por medio de imagenes multiespectrales o incluso, por medio de imagenes
obtenidas a través de medios comunes de informacion como lo son Google Earth.

Muchos de estos trabajos se centran identificar estos fendmenos en regiones
especificas a lo largo del mundo, lo que dificulta encontrar estudios aplicados a



Méxicoy aun mas, estudios especializados en Hidalgo, donde su diversidad de biomas
dificulta aun mas laidentificacién de los niveles de sequia. Esto es importante, ya que,
muchos de estos estudios aplican distintas métricas y algoritmos a los datos,
resultando es estudios donde la exploracién de algoritmos muchas veces se limita a
interpretar los resultados y no a evaluar la calidad de estos, desconociendo si existe
una mejor forma de generar agrupaciones. O creando confusion si existe una mejor
forma para esta region especifica.

El presente trabajo de investigacion propone la categorizacion de los niveles de sequia
en el estado de Hidalgo mediante el procesamiento de imagenes multiespectrales
Landsat y el uso de modelos de aprendizaje no supervisado. La metodologia se
sustenta en la aplicacion de tres algoritmos de agrupamiento K Means, Clustering
Jerarquico y DBScan, los cuales seran evaluados y comparados a través de indices de
validacion como Calinski Harabasz, Davies Bouldin y Silhouette, esta aproximacion
busca determinar cudl de los algoritmos ofrece una clasificacién coherente con la
realidad observada, reduciendo la dependencia de interpretacién subjetiva y
Contribuyendo a la automatizacién del monitoreo ambiental.

La presente investigacién busca poder analizar el uso de algoritmos de agrupamiento
no supervisado, para estimar la capacidad de estos en la identificacidn de distribucién
e intensidad de la sequia mediante imagenes multiespectrales de programa Landsat a
lo largo de varios meses, en el estado de Hidalgo, México.

De la misma forma, explora distintos objetivos a la hora de la realizacion de dicha
investigacion como lo son, los diferentes tipos de sequia en el estado de Hidalgo
mediante algoritmos de agrupamiento no supervisado evaluando los resultados de las
agrupaciones frente a resultados oficiales. Validar la efectividad de cada uno de los
algoritmos mediante indices de validacidon para demostrar la diferencia légica del
desempeno de cada uno en la identificacion de niveles de sequia. Y finalmente,
comparar los resultados mediante los indices y datos previamente evaluados a través
de organismos expertos acerca de la sequia en los mismos periodos de tiempo para
validar la veracidad y calidad de los resultados obtenidos.

Esto le lograra a través de diversos capitulos en los cuales de aportar informacién de
forma estructurada y conveniente para la correcta interpretacion. A través de 5
capitulos se desarrollé comenzando con el marco tedrico en el cual se desarrollan
cada uno de los conceptos basicos e imprescindibles para la investigacion, estos se
desarrollan es tres etapas correspondientes al marco conceptual, tecnolégico y
metodolégico. En el capitulo 2 se desarrolla el areda de aplicacidon explorando temas
referentes al campo estudiado, el cual es la sequia, y toda aquella informacién



referente a su estudio y obtencion de datos. En el tercer capitulo se estudian aquellos
trabajos con afinidades a este trabajo evaluando sus caracteristicas, campos de
estudio, objetivos y conclusiones de cada uno. En el siguiente y cuarto capitulo, se
ejecuta libremente la metodologia elegida conforme a la definicidon y estructura,
obteniendoy almacenando los resultados y analisis de la misma. Por ultimo, se genera
informacidn relevante y las conclusiones acerca de los resultados de la investigacion,
plasmando los hallazgos y todo el conocimiento obtenido.

PLANTEAMIENTO DEL PROBLEMA

A lo largo de los anos, México ha afrontado diferentes fases de sequia. En el ultimo
ano, el territorio nacional se encontré afectado de manera critica. Segun el North
American Drought Monitor (NADM) a finales de mayo del 2024 aproximadamente el
76% del pais se encontraba afectado por condiciones de sequia.

En el mismo periodo, datos oficiales (Conagua, 2025) indican que mas del 65% de
México presentaba condiciones de sequia por lo que se ha considerado la peor crisis
hidrica de los ultimos anos.

Ante este escenario, se vuelve imprescindible analizar e interpretar los patrones de
sequia a nivel nacional. Dado que es un problema que persiste a lo largo de los anos,
el ser humano ha tenido la necesidad de automatizar y simplificar procesos que
ayuden a monitorear y predecir el clima, esto con amplios beneficios, que van desde
una mejora en la agricultura moderna, hasta la prevencion de desastres naturales y
fendmenos atmosféricos.

La busqueda por la automatizacion y simplificacidon de estos procesos, ha llevado al
desarrollo de instrumentos altamente complejos y técnicos. Dichos procesos
requieren de especialistas capaces de leer e interpretar informacién y convertirla en
conocimiento util.

Para ser especificos, el area analizada en este trabajo sera el estudio de los niveles de
sequia. Este proceso es rudimentario y muy complejo, debido a que los datos
presentan problemas en su estructura y temporalidad, asi como las actuales
metodologias cuentan con el aporte subjetivo de expertos del clima. En el contexto
meteoroldgico, la ambigliedad y subjetividad entre los expertos locales, pueden
generar opiniones divididas y deficiencias en los resultados, asi como, una mala
interpretacion puede llevar a pérdidas de recursos en la agricultura, turismo, ecologia



o todos aquellos campos con relacién al medio ambiente y el clima que se ven
afectados por la sequia.

Como ya se ha estudiado, el poder definir si existe la sequia, requiere implementar
monitores capaces de identificar muchos factores como, por ejemplo: el aire,
temperatura, velocidad del viento, humedad, el color de la vegetacién, formacion y
presencia de las nubes, los cuerpos de aguay sus niveles, etc. Todos estos aspectos
ayudan a identificar la sequia.

La sequia es un fendmeno realy en este esta definido por el “Intergovernmental Panel
of Climate Change” como un periodo excepcional de escasez de agua para los
ecosistemas y la poblacién humana debido a multiples factores (Edenhofer, 2013),
estudios como el Methodological estimation to quantify drought intensity based on the
NDDI index with Landsat 8 multispectral images in the central zone of the Gulf of
Mexico. Describen que la sequia tiene efectos colaterales que incrementan la
temperatura y condiciones climaticas de la atmdsfera ayudando a formar otros
fendmenos naturales como “El NiAio” (Salas-Martinez, 2023).

Existen diversos estudios sobre cdmo la sequia afecta estados o regiones de México,
como por ejemplo el “Analysis of the Evolution of Drought through SPI and Its
Relationship with the Agricultural Sector in the Central Zone of the State of Veracruz,
Mexico” (Salas-Martinez, 2021). El cual estudia como es que la sequia afecta al sector
agricola y ganadero en una region donde dichas actividades son principales. Este
trabajo es un ejemplo del por qué un estudio preciso de la sequia puede ayudar a
mitigarla.

JUSTIFICACION

Actualmente, el Servicio Meteoroldgico Nacional implementé una metodologia para la
deteccidon de la sequia en México, mediante informacién institucional, analisis
geoespacial y el aporte de expertos locales. Lo cual sugiere una subjetividad en la
interpretacion de la informacion y que hace que dicha metodologia no sea
reproducible completamente. Adicionalmente, esta informacion es realizada cada 15
dias, presentando un desfase en la informacién, es decir, en una quincena se
presentan los datos de la anterior.

Ademas, el problema de un error al identificar un tipo de sequia se puede traducir en
una agricultura deficiente, escasez de agua para actividades humanas, actividades
dependientes del medio ambiente y/o disponibilidad de agua (Salas-Martinez, 2021).



Existen algunos indices que tratan de describir la presencia de la sequia en diversas
regiones de México, como el “Normalized Difference Drought Index (NDDI)”, el cual
describe al fendmeno mediante el uso de la vegetacion y presencia de agua sobre
imagenes multiespectrales, haciéndola una herramienta eficiente para dicho fin
(Salas-Martinez, 2023).

Este proyecto puede presentar algunas dificultades como el nivel de asertividad que
los algoritmos presentan en contraste a los resultados de los expertos debido a toda
la experienciay la identificacion de caracteristicas Unicas de los datos en este campo
de estudio. Es claro, que el trabajo que dichos expertos han realizado por afnos, no
puede ser sustituido, lo que se busca es proporcionar una herramienta que disminuya
aquellas ambigliedades de los datos.

Un resultado positivo de este estudio traera multiples beneficios en distintas
disciplinas, por ejemplo, los expertos ya no dependen unicamente de sus criterios
para deliberar en sus resultados sobre los indices de sequia, tendran una herramienta
confiable que los guie en sus decisiones reduciendo el margen de error y las
ambiguedades generadas por una equivocacién humana.

Cabe destacar que el obtener resultados positivos permitira eliminar esa brecha
tecnoloégica entre los expertos del clima y la aplicaciéon de nuevas tecnologias,
proporcionando una herramienta que no requiera conocimiento a priori en
computacién ni apreciaciones subjetivas.

OBJETIVO GENERAL

Analizar el uso de algoritmos de agrupamiento K Means, Agrupamiento Jerarquico y
DBScan, para estimar la identificacion de distribucidén e intensidad de la sequia
mediante imagenes multiespectrales Landsat 9 durante los meses de febrero, julioy
octubre del 2024, en el estado de Hidalgo, México.

OBJETIVOS ESPECIFICOS

e I|dentificar la distribuciéon e intensidad de la sequia en el estado de Hidalgo
mediante algoritmos de agrupamiento no supervisado para evaluar la
efectividad de estos frente a los expertos.



e Validar la efectividad de cada uno de los algoritmos mediante indices de
validacion para identificar la eficiencia de cada uno en la identificacion de
niveles de sequia.

® Comparar los resultados mediante los indices y datos oficiales acerca de la
sequia en los mismos periodos de tiempo para validar la veracidad y calidad de
los resultados obtenidos.



CAPITULO 2 MARCO TEORICO

2.1 Marco Conceptual

En esta seccién del documento se exploraran los diversos conceptos claves para
poder entender las bases de esta investigacion. Estos conceptos daran un panorama
amplio acerca de los conceptos, algoritmos, organizaciones y demas temas clave
implicados en este documento.

Se abordaran temas clave como la mineria de datos y la importancia de la misma en el
descubrimiento de informacidény automatizacién de procesos. Sus distintas formas de
obtener informacion y la clasificacidon de los algoritmos de agrupamiento. Ademas de
sus distintos indices de validacién y su importancia en la evaluacién de calidad de
grupos.

2.1.1 Mineria De Datos

La Mineria de Datos (MD) desde sus inicios ha sido un proceso muy importante en
cualquier drea donde se trabaje con grandes volumenes de informacidn, es el proceso
de descubrir patrones y relaciones significativas en grandes conjuntos de datos,
utilizando técnicas de analisis estadistico y algoritmos de aprendizaje automatico
(Han, 2012). Este conjunto de técnicas se utiliza para extraer informacién util de
grandes conjuntos de datos, lo que puede ser util en areas como el marketing, la
investigacion de mercado, la medicina, la cienciay la tecnologia (Rubifos, 2024).

De manera general, existen dos modelos que pueden generarse a través del uso de la
MD, el descriptivo y el predictivo (Han, 2012). El modelo descriptivo se basa en la
identificacién de patronesyrelaciones en los datos, obteniendo asiinformacidon oculta
dentro de los datos. Por su parte, el predictivo tiene el fin de predecir
comportamientos desconocidos considerando un conjunto de variables conocidas.

En el modelo descriptivo, uno de sus objetivos es encontrar grupos naturales dentro
de los datos, lo que se conoce como agrupamiento o clustering. El algoritmo de
clustering agrupa los datos en funcién de su similitud (Han, 2012). Por ejemplo, la
Mineria de Datos descriptiva para identificar grupos de clientes con comportamientos
similares (Rubifios, 2024).

Esta tecnologia ha ido evolucionando por desde las formas mas primitivas hasta llegar
a ser un proceso muy complejo del cual se requiere estudio, comprension y
experiencia no so6lo en si misma, sino también su campo de aplicacion, como ya se vio



tiene muchas aplicaciones, pero de la misma forma, tiene muchas formas en las que
puede desarrollarse, emplearse y organizarse. Las formas en que esta tecnologia ha
ido evolucionando son las siguientes:

2.1.2 Analisis Manual

Muy similar al proceso de identificacion de sequia de la CONAGUA este modelo se
basa en una serie de expertos capaces de obtener resultados basados en experiencia,
estudio y complejos calculos que pueden ser manuales o computados, estos
resultados requieren de una compleja recoleccién de datos y varios barridos
manuales para poder obtener un resultado medible para los expertos, este anélisis
comprende varios problemas, uno de ellos es el conflicto de intereses de los expertos
que pudiera alterar el resultado, al no existir un proceso que elimine cualquier tipo de
predileccién por los resultados, es muy comun que estos se vean influenciados por
factores externos a ellos (Salas-Martinez, 2021). El segundo problema mas comun
entre este método, es la imposibilidad para identificar patrones de forma automatica,
cuando se busca un resultado de forma manual, se ignoran los patrones que los datos
pueden o no sugerir de estos mismos. Por lo cual una tarea humana dificulta obtener
informacién mas alla del objetivo.

Aun asi, este método fue el precursor para obtener resultados favorables y muchas
veces acertados. también cred la necesidad de automatizar estos procesos para un
bien mejor.

2.1.3 Sistemas Operacionales

Los sistemas operacionales buscan procesar grandes cantidades de informacidén en
tiempo real, su objetivo es obtener resultados con la informacion actualizada y real.
Esto se logra de forma estructurada y estos se dividen en dos partes:

OLTP (Online Transaction Processing): Este modelo se basa unicamente en procesar
informacidn real, las grandes empresas lo usan para asi poder procesar pedidos,
facturas, llevar contabilidad, o generar estadisticas del estado actual de los datos.
Normalmente estos estan montados en entornos de produccién para agilizar su
velocidad y la obtencidn y recoleccion de los datos, este sistema prioriza la escritura
de los datos sobre la lectura, su estructura normalmente es unidimensional donde
cada fila es un objeto y cada columna es un atributo (Han, 2012).

OLAP (On-Line Analytical Processing): Se utiliza para generar reportes o informes
basados en el universo histérico de la misma empresa, estos buscan poder realizar
predicciones, prondsticos, resimenes o descubrir informacion oculta de las grandes



cantidades de datos que la empresa disponga. Su estructura es multidimensional
donde se pueden manejar los datos como atributos en forma de cubo donde cada
celda puede representar desde un valor hasta una medida multidimensional (Han,
2012).

2.1.4 Sistemas De Consultas De Bases De Datos

A pesar de no ser el sistema de manejo de informacién predilecto por las pequefias 'y
medianas empresas, la facilidad para organizar informacién en sistemas, SQL y
NoSQL lo hace perfecto para el manejo, organizaciony consulta de informacion. Estos
sistemas permiten afiadir reglas, restricciones, disparadores y un excelente manejo de
copias de seguridad. Estos sistemas son ideales para almacenar registros
unidimensionales y tratar la informacién, pero carecen de la capacidad para
procesarla y descubrir patrones dentro de la misma informacidn, estos sistemas se
limitan a poder ejecutar complejas consultas creadas por el mismo usuario y mostrar
solo la informacion solicitada (Wegmann, 2021). Son una herramienta con la
capacidad de guardar y leer informacion, no incluyen la capacidad de andlisis y/o la
capacidad de descubrir nueva informacion a partir de la ya existente.

2.1.5 Sistemas Informativos

Estos son los mas completos, pero también los mas complejos de los sucesores, por
decirlo de alguna forma, comprenden un conjunto de todos los anteriores, britanica lo
describe como un conjunto integrado de componentes de recoleccion,
almacenamiento, y procesamiento de datos; del cual se obtendra conocimiento,
informaciény productos digitales (Jovic, 2014).

Para ampliar esta definicion se comprende que los sistemas informativos son aquellos
sistemas que implementan robustos sistemas con objetivos distintos para un mismo
fin, un sistema informativo puede conjuntar desde complejos sistemas informativos
hasta robustos componentes de hardware, pudiendo o no estar centralizados o
diferidos (Jovic, 2014). Estos deben permitir obtener datos, informes y estadisticas de
los datos para su facil interpretacion.

Este tipo de herramienta es multidisciplinar y no solo es para el uso de la informatica
al ser su rama base. Esta herramienta fue hecha para crear entornos
multidisciplinares, con ella se puede obtener, almacenar y procesar informacioén de
cualquier rama mientras esta esté organizada debidamente.
Por ejemplo, una tienda de autoservicio por medio de estrictos registros de entradas
de almacén, salida en caja, registros de merma y devoluciones por mercancia



defectuosa; puede obtener predicciones sobre como mejorar las ventas agrupando
mercancia que esta en tendencia llevarse junta desde las compras de otros usuarios.
También pueden organizar los pedidos sobre aquellos productos que podria no
venderse y abastecer menos o incluso que la tendencia apunta a una venta superior al
promedio y asi tener un mejor abastecimiento y asi minimizar el desabasto o merma
en la mercancia. Otro uso serd el de poder identificar momentos cruciales de la
disertacion de los clientes, prevenirlos y volverlos a traer con promociones hechas
para ese grupo de clientes.

Como se puede observar en este sencillo ejemplo, los sistemas informaticos pueden
tener multiples beneficios, unicamente se analizé un mercado de tiendas de
autoservicios, pero estas tendencias pueden ayudar en empresas multinacionales o
incluso en el desarrollo cientifico y asi obtener avances en innumerables campos
como el medio ambiente, microbiologia, medicina, obtencién de nuevas formas de
energia, desarrollo de nueva tecnologia etc.

Sus objetivos pueden ser, obtener informacién inferible a través de los millones de
datos que se manejan, obtener patrones ocultos en los datos con complejos
algoritmos, descubrir tendencias de los datos para poder predecir datos o resultados
de acuerdo a un complejo analisis del histérico de los datos (Jovic, 2014).

Uno de los aspectos mas importantes de esta técnica, es el uso, gestién y manejo del
almacenamiento, esta tarea es muy delicada, un solo atributo mal formado en los
datos, puede generar resultados erréneos y variantes. El manejo de la informacion
requiere de distintas técnicas y tecnologias. El aspecto mas basico para el
almacenamiento de datos son las bases SQL y las NoSQL, estas herramientas
permiten tener una gestién de datos estructurada, veloz, confiable y con acceso a
copias de seguridad que ayudan a tener informacién robusta y 6ptima (Han, 2012).

Un sistema informatico puede tener una o multiples fuentes de datos, estas pueden
manejar datos con diferentes normalizaciones, estructuras y formas, pero, para poder
ser utilizadas como una forma eficiente, se requiere de un componente fundamental
para los sistemas informativos, el cual es un Data Warehouse (WD), este es un sistema
capaz de reunir informaciéon de multiples bases de datos, y otras fuentes de
informacién, sus modelos de datos se basan en los sistemas OLAP, la informacién
debe estar lista para realizar consultas complejas, realizar informes estadisticas y
detectar tendencias en los mismos datos (Han, 2012) .

El uso de este componente se basa en el modelo ETL (Extract, Transform, Load), en el
primer parte, la informacidon debe pasar por complejos, robustos y relativamente



pequefos gestores de bases de datos para obtener informacion sélida y eficiente, en
el segundo paso esta debe ser transformada a primitivos datos que deben ser
limpiados, validados y libres de ruido para evitar guardar informacion sucia o errénea.
En el dltimo paso, esta informacidon debe ser cargada a los robustos sistemas
llamados Data Warehouse, en formas multidimensionales, si los pasos anteriores se
realizaron correctamente, ahora se tiene informacién limpia, Util y especializada, lista
para ser analizada y procesada (Rubinos, 2024).

Unavez que se tiene informacion confiable, es hora de integrar complejos sistemas de
mineria de datos, se pueden aplicar desde algoritmos capaces de agrupar datos con
la finalidad de encontrar patrones o informacién oculta entre ellos, de igual forma
aplicar algoritmos capaces de predecir tendencias, resultados o acciones de los
mismos datos, basados en grupos de entrenamiento y modelos predictivos altamente
complejos (Rubifios, 2024).

Adicional a esto se pueden incluir modelos de redes neuronales o usar los datos para
poder entrenar modelos de inteligencia artificial y asi poder crear procesos donde se
creard nueva informacion y generar agentes basados en los datos (Jovic, 2014). Esto
ya permite obtener predicciones, agrupamientos, informes, estadisticas, estados
actuales etc.

Eluso de esta técnica es altamente eficiente de la mano de un experto de los mismos
datos, ya que, aunque existen modelos muy avanzados, alun se requiere de expertos
capaces de apreciar los resultados, organizar los datos y tomar las decisiones finales
para mejorar cada uno de los propdsitos de esta herramienta.

También requieren una costosa y compleja implementacion, el costo computacional
de analizar toda la informacion representa un costo considerable para las empresas,
aun asi, esta técnica es ampliamente utilizada por grandes empresas tales como:
Amazon, Microsoft, Apple, Google, etc.

2.1.6 Técnicas De Mineria De Datos

La mineria de datos es una materia con multiples usos y beneficios, asi como de un
largo estudio de conceptos, definiciones y algoritmos. Estas definiciones y categorias
permiten al usuario poder escoger el enfoque y caminos correctos para llegar al
resultado deseado.

Dentro de la mineria de datos existen dos grandes vertientes, el analisis de informacion
para la verificacion de datos y el uso de datos orientado al descubrimiento de
informacion. Estas vertientes son aquellas que hacen que la mineria de datos sea una



herramienta muy util para el descubrimiento de informaciény analisis de la misma. La
diferencia entre ambas radica en que la primera busca patrones dentro de la misma
informacioén y por medio de nuevos datos, con la finalidad de reconocer patrones de
informacién donde se desconoce algun posible comportamiento normal en los datos
y asi crear nuevos conocimientos de los mismos datos. La segunda busca reconocer
dichos patrones y descubrir informacién oculta dentro de la misma, poder clasificar
los datos y de una misma forma, predecir valores booleanos, numéricos o categéricos
Unicamente usando los datos ya existentes y nuevos objetos. La mineria de datos esta
en una constante evolucién con el desarrollo de nuevas tecnologias tales como la
inteligencia artificial, redes neuronales, sistemas de almacenamiento de datos,
computacion cuantica, etc. (Wegmann, 2021).

Dadas las descripciones anteriores los grupos existen dos tipos de analisis:
supervisados y no supervisados. Estos andlisis permiten manejar la informacién en
enfoques muy diferentes, los sistemas supervisados son aquellos que realizan
algoritmos de identificacion de patrones, estos permiten a las empresas poder
predecir agrupaciones en los datos dados los datos previos, de la misma forma estos
son capaces de predecir datos numéricos, booleanos o categdricos. Esto se basa en
obtener los datos de grandes repositorios y conocer las entradas y las salidas
deseadas, para que asi el algoritmo etiquete los datos de forma deseada (Wegmann,
2021).

Un ejemplo clasico de esta disciplina es el de poder identificar posibles fraudes en un
banco en la autorizaciéon de un crédito, en este ejemplo, cada solicitud esta llena de
variables para analizar, como es sabido, antes de ser autorizado un crédito, es cliente
debe llenar una registro sobre datos de él, como lo son: domicilio, fuentes de ingreso
econdémico, tiempo en esa fuente de empleo, historial crediticio, uso que se le dara al
crédito, estado de salud, edad, incluso acciones. Todo esto se transforman en datos
categoéricos, numéricos y booleanos que se almacenan y se comparan con todo el
histérico de clientes donde cada crédito se concluye en una variable, es o no fraude,
para lograr identificar si el cliente puede o no ser factible para entregar dicho crédito,
se puede hacer un modelo de regresién logistica y asi determinar qué tan propenso es
al pagar o no el crédito en un futuro. Esto como es sabido es una aproximaciony no
siempre es 100% veridico y real, pero, usando las técnicas adecuadas y con una base
de datos lo suficientemente vasta y correcta, se llega a una aproximacién que ayuda
al banco atomar una decision.

Por otro lado, las técnicas de mineria no supervisadas, buscan obtener informacion
oculta en los datos, gracias a diferentes algoritmos que permiten detectar anomalias
en los datos, permitir obtener puntos de vista sobre los mismos e incluso agruparlos y



asi obtener informacion sobre sus comportamientos como un conjunto.
Un ejemplo de las técnicas de mineria no supervisadas es el como una empresa de
internet y telefonia aplica un algoritmo de agrupamiento para identificar el uso de
servicio de sus usuarios, tomando en cuenta aspectos como el consumo de internet,
uso de llamadas, uso de la television y edad de los usuarios. Todos estos datos
permiten a la empresa crear grupos por medio de algoritmos de agrupacién como el
conocido K Means, el cual permite generar grupos dado un numero esperado de
grupos y este los agrupa obteniendo conjuntos etiquetados tomando en cuenta las
afinidades de sus datos o usando algoritmos basados en densidad como DBScan el
cualademas de generar los grupos que el algoritmo encuentra necesarios, también es
capaz de encontrar el ruido o datos atipicos entre los mismos, con esto la compania
es capaz de generar paquetes y/o publicidad enfocada a las necesidades especificas
de cada grupos, como crear planes con llamadas reducida y aumento en los megas o
vice versa.

Cadauno de estos grupos contienen diferentes técnicas de las cuales solo se abordan
dos de las técnicas mas famosas de cada grupo las cuales son:

2.1.6.1 Supervisados

Clasificacion: este método consiste en colocar una etiqueta a un nuevo dato, para esto
requiere conjuntos de datos ya previamente clasificados y etiquetados por algun
algoritmo o los mismos datos, este ayuda a prever en qué grupo pertenece el nuevo
dato, de acuerdo a sus atributos, este modelo puede utilizar diversas herramientas
como arboles de decision, K means, redes neuronales etc. (Jovic, 2014).

Regresion: Este busca convertir un conjunto de datos y variables predictor en una
Unica variable independiente comprendida como el resultado, siendo esta numérica,
este método permite hacer calculos del sistema financiero, poder predecir una
tendencia en los datos o incluso calcular la probabilidad de un suceso, este método
tiene como algoritmos la regresion lineal, polindmica o logistica (Jovic, 2014).

2.1.6.2 No supervisados

Reglas de asociacion: Esta técnica de aprendizaje no supervisado permite descubrir
relaciones entre variables de un conjunto de datos, puede calcular la probabilidad de
que un evento ocurra si se desencadena otro. Aunque se escuche muy util, esta puede
tener deficiencias como la correlacion espuria donde los datos no tienen nada que ver,
aunque asi se dicten. Estos algoritmos llegan a ser muy utiles para poder unir dos o
mas variables distantes de si, son utiles para establecer reglas de mercado y



recomendaciones de productos sin relacién aparente. Sus algoritmos pueden ser
Apriori o FG-Growth (Jovic, 2014).

Agrupamiento: La ultima técnica importante del aprendizaje no supervisado, esta
organiza los datos en grupos (clusters), donde a de acuerdo a sus atributos pueden o
no ser afines entre si, existen multiples técnicas para realizar esta tarea, desde
algoritmos capaces de identificar el numero éptimo para agrupar los datos, o
algoritmos que automaticamente dividen los datos en el nimero esperado de grupos.
Estas son muy utiles para obtener informacién oculta entre los datos e identificar
aquellas afinidades ocultas entre los datos. Estos grupos no siempre suelen ser
6ptimos ya que se desconoce el resultado esperado, por lo cual se requiere de un
experto o algoritmos de validacién que verifiquen las uniones y viabilidad de estos
grupos entre si. Dentro de estos métodos obtenemos algoritmos como: K Means,
DBScan, Agrupamiento jerarquico, etc. (Jovic, 2014).

Para fines objetivos, Unicamente se utilizaran algoritmos basados en agrupamiento o
clustering, puesto que, dado el problema presentado, estos son aquellos que
permiten un desarrollo dptimo de este trabajo.

2.1.7 Algoritmos Descriptivos

Esta es una técnica que busca formar o segmentar los datos en grupos, esta técnica
no requiere de una variable de salida, puesto que no busca predecir ninguno de los
datos. Estos buscan descubrir informacion oculta, o explicandolo de otra forma,
buscan entender los datos y sus interacciones consigo mismos. Descubriendo
patrones, estructuras o relaciones dificiles de identificar a simple vista. Esta poderosa
herramienta ayuda a identificar anomalias y a poder simplificar grandes volumenes de
datos para de esta forma, ayudar a tomar decisiones informadas y coherentes
(Wegmann, 2021).

2.1.8 Algoritmos Basados En Particion

El agrupamiento de los datos, permiten generar segmentos de los datos mas
conocidos como clusters, dando por entendido que datos que pertenezcan al mismo
cluster compartiran semejanzas o alguna relacién cercana dependiendo el algoritmo
a utilizar. Estos dividen a los datos en un grupo predefinido de grupos, estos se basan
en la eleccidon de centroides y a los datos se le asigna una etiqueta midiendo la
distancia entre ellos moviendo los centroides hasta lograr agrupar a todos de una
forma matematicamente correcta como se muestra en la figura 1. Estos algoritmos se



utilizan cuando se espera que los datos tengan divisiones medianamente uniformes o
cuando se espera que los datos sean esféricos (Wegmann, 2021).

2.1.8.1 K Means

El algoritmo K Means, o también llamado por el nombre de k-medias, este algoritmo
fue creado en 1967 por MacQueen y se convirtié en el algoritmo predilecto para el
aprendizaje de la mineria de datos, ya que su implementacidn suele ser simple, pero,
eficaz, siendo un algoritmo aun vigente. Este algoritmo es ampliamente utilizado para
la mineria de datos y el aprendizaje automatizado, permite aplicaciones como la
segmentacion de datos, analisis de mercado y el procesamiento de imagenes para
poder segmentar los colores.

Para poder iniciar con este procedimiento, previamente se debe identificar el nimero
deseado de centroides. Al ser un algoritmo basado en centroides, tiene la facilidad de
ser facilmente verificable y visual. Cada cluster obtiene un centroide que lo identifica
y se encuentra en el centro del mismo.

Su procedimiento es el siguiente

1. ldentificarelniumero de grupos k deseados, esta identificaciéon puede darse por
un experto en los datos a analizar o buscando un numero deseado a buscar en
los datos.

2. Inicializar los centroides de acuerdo al numero de grupos deseados, estos
objetos con aquellos que identificaran a los grupos colocandose en su centro.

{:ulf Uz, ooy ,le}

3. Re-Calcular los centroides. Se asigna un cluster a cada objeto de acuerdo a la
distancia mas corta a cada centroide, para eso el algoritmo mas utilizado es la
distancia euclidiana, formula mostrada en la ecuacion 1. Donde n es el nUmero
de dimensiones del espacio, x es el primer punto, asi como y la coordenada al
segundo punto.

d(x,y) =

Ecuacion 1 Distancia Euclidiana

4. Reasignar los centroides segun la media de los objetos, segun la media de la
distancia, para estos se usan algoritmos como la distancia euclidiana para
medir cada punto.



5. Repetir la operacién anterior hasta que los centroides se estabilicen,
normalmente se establece un numero de iteraciones extras para asegurarse
gue no se estan repitiendo.
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Figura 1 Representacion Grafica del Algoritmo K Means

El numero de iteraciones dependen uUnicamente de los datos. Muchas veces las
iteraciones pueden tender al infarto con conjuntos de datos muy unidos, otras veces,
con un numero pequeno de iteraciones finitas se pueden encontrar los centroides
correctos sin cambios. Para impedir las iteraciones infinitas se puede asignar una
variable de iteraciones maximas para evitar el bloqueo computacional (Wegmann,
2021).

La complejidad de este algoritmo requiere medir la distancia de cada uno de los n
puntos de los k centroides y actualizar cada centroide, hasta la convergencia. Por lo
tanto, la complejidad del mismo es de orden de O(I *K * N xd) donde d es la
dimension de los datos. Este algoritmo suele ser muy eficiente y por lo tanto escala
con grandes volumenes de datos dado que sus calculos son sencillos, asi como sus
actualizaciones vectoriales (Wegmann, 2021).

Las ventajas de este algoritmo son:



1. Este algoritmo es facil de implementar puesto que existen muchas
herramientas que ofrecen este algoritmo como parte de su repositorio de
algoritmos de mineria de datos

2. Su costo computacional es bajo por lo que es facil escalar con grandes
conjuntos de datos, pues el costo no escala exponencialmente si no,
linealmente.

3. Produce particiones donde se minimiza la varianza interna.

4. Cuenta con variantes dependiendo los objetivos especificos de los datos que
mejoran la eleccidn inicial de los centroides.

Las desventajas con:

1. Para poder ejecutarlo se requiere saber el nimero de clusters a crear, si este
numero fuera desconocido, el numero de grupos finales puede no significar
nada realmente.

2. Es sensible a la elecciéon de centroides iniciales, aunque lo mas comun es
escoger los primeros centroides, de escoger otros, los resultados no podrian
ser repetibles a grandes conjuntos.

3. Laforma de los datos puede influenciar mucho el resultado, pues si los datos
tienen formas no esféricas, estos pueden no agruparse correctamente.

2.1.9 Algoritmos Jerarquicos

Estos tienen como objetivo, construir una jerarquia entre los clisteres, esta jerarquia
forma un diagrama en forma de arbol (dendrograma), observado en la figura 2, este
permite ver de forma visual la interaccién de todos los datos con si mismos. Este
algoritmo, aligual que el anterior, permite al usuario seleccionar el numero de clusters
k antes de su ejecucidn, pero la forma en que opera dicho algoritmo, permite aun
después de la ejecucion, poder seleccionar el numero de k de interés. Este método se
puede basar en dos principios:

Aglomerativo, este une dos clusteres por medio de alguna medida de enlace como
pueden ser (Single, Complete, Average, Ward etc.). Esta también conocida como
bottom-up, este enfoque parte desde todos los datos con su propio cluster, llamados
hojas, conforme los datos van uniéndose mediante el método de enlace, con el
objetivo de disminuir cada vez mas los clusters, estos van formando clusters mas
pequefios hasta llegar a un solo cluster conocido como raiz (Rubifios, 2024).

Divisivo, este separa los clusters desde la raiz hasta las hojas del mismo, por medio de
una particion interna. Este proceso es basicamente el inverso del método
agrometrativo. El primer clUster contiene todos los datos, y busca dividirlo, en datos



cada vez mas pequefos por medio del método de enlace. Conforme las iteraciones
pueden proceder, estas buscan separar los datos hasta llegar a las hojas, que
corresponden a todos los datos crudos y sin tratar (Rubifios, 2024).

Este método es especialmente apreciado en estudios bioldgicos donde el histograma
de unidn o divisién de los datos son muy importantes para el desarrollo de las
investigaciones, estas permiten mostrar una divisiéon o unién jerarquica de todo el
conjunto de datos.

2.1.9.1 Algoritmo De Aglomeracion

Elalgoritmo “Agglomerative Clustering”, es parte de los métodos aglomerativos, por lo
gue su uso se basa en comenzar de las hojas e ir escalando hasta llegar a la raiz. Muy
a pesar de la complejidad descrita, este algoritmo requiere informacién muy general
para su ejecucion, esta configuracion se caracteriza por el uso de Ward como método
de enlace, este método minimiza la suma de las diferencias al cuadrado dentro de
todos los clusters, es decir, la varianza. Permitiendo asi, tener uniones por su punto
mas cercano (Rubinos, 2024).
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Figura 2 Representacion Gréfica del Algoritmo Jerarquico

El procedimiento se basa en un nivel inicial donde K = 0 clusters, cada uno es
formado por un individuo u objeto, en la siguiente fase se buscaran dos datos que
tengan una mayor similitud, la cual se calcula mediante la distancia entre todos con
ecuaciones como la distancia euclidiana, estoterminaenn — 1 clusters.Delamisma
forma se seguira iterando en los datos hasta encontrar otros dos nodos con distancias
minimas hasta obtener que cada nivel esigualan — L grupos formados. Hasta llegar



al nivel L = n — 1 donde finalmente todos los datos convergen hasta ser un solo
cluster conformado por todos los datos de muestra (Rubifios, 2024).

Este método tiene una caracteristicay es que una vez que dos clusteres se unen para
formar uno solo, estos ya contienen a todos los datos anteriormente formados dentro
de ellos y ya estan formados jerarquicamente para el resto de niveles.

Una vez que este algoritmo ha finalizado todas las operaciones, puede formar el arbol
de clasificacién, mejor conocido en la materia como dendrograma, este grafico
permite poder seguir la linea de cada dato y observar cada una de sus agrupaciones
de forma jerarquica, mostrando cémo se agrupan estos y en qué nivel se unen como
se muestra en la figura 2. También permite observar el nivel o valor de la fusién
(Rubinos, 2024).

Este a pesar de todas las ventajas graficas que este método presenta, su nivel de
dificultad computacional es del orden (n”2) o incluso llega a ser de orden (n"3) en
implementaciones muy complejas, esto quiere decir que el costo computacional
aumenta en forma exponencial entre mas datos puedan existir. Lo cual lo hace muy
poco practico para conjuntos grandes de datos y muy dificilmente escalable sin
técnicas de mejora computacional.

Ventajas:

1. Este no requiere tener un numero de clister k fijado con anterioridad,
permitiendo decidir la particion luego de construir el arbol.

2. Este algoritmo permite poder utilizar casi cualquier algoritmo para medir
distancias entre objetos.

3. Su principal ventaja es la creacion del dendrograma, el cual permite observar
de manera grafica las uniones y valores de los datos y como forman cluster
entre ellos.

Desventajas

1. La principal desventaja de este algoritmo es su alto costo computacionaly su
dificil escalabilidad para grandes conjuntos de datos, puesto que su orden es
exponencial.

2. Este método es irreversible, una vez que dos grupos se unen, no habla una
segunda iteracion para cambiar de clister, pues esta decision es definitiva, por
lo cual, se presta para divisiones erréneas y hace que el ruido pueda afectar los
enlaces.

3. Aunqgue es resistente a los algoritmos para medir distancias, los métodos de
enlace pueden cambiar drasticamente los resultados del algoritmo,



dependiendo del enfoque del problema, estos pueden dar diferentes
resultados que deben ser estudiados con mas detenimiento antes de tomar
una decision.

2.1.10 Algoritmos Basados En Densidad

Estos algoritmos buscan formar clusters acorde a la ubicacién de los datos, es decir
busca portodos los datos aquellas zonas mas pobladasy estas las ubica en un cluster,
este cluster es bueno para identificar clusters en los datos con formas irregulares,
como se muestra en la figura 3, a diferencia de métodos como K Means donde los
datos deben tener preferentemente forma esférica, ademas, este método es capaz de
identificar datos atipicos también llamados ruido, estos datos no tienen la
caracteristica de pertenecer a ningun cluster, por lo cual no pueden ser agrupados
(Han, 2012).

Otra diferencia clara con los demas métodos, es que estos no requieren de conocer
cuantos clusteres se requieren, por el contrario, este algoritmo elegira cuantos grupos
pueden o existen en los datos para esas configuraciones.

Figura 3 Representacion Grafica del Algoritmo DBScan

Este tipo de algoritmos se utilizan en principios geograficos, para poder agrupar formas
arbitrarias en datos especiales, o simplemente para poder detectar el ruido de los
datos, esta ultima utilidad del algoritmo es especialmente util cuando se requiere
detectar los comportamientos irregulares en los datos y trabajar unicamente sobre



ellos, como, por ejemplo: compras irregulares en clientes, datos muy alejados de un
uso nhormal, comportamiento de microorganismos no predecibles, etc. (Han, 2012).

2.1.10.1 DBScan

Este algoritmo es el principal exponente de los algoritmos basados en densidad, este
define clusters a partir de las regiones densamente pobladas en el espacio de los
datos. Como parametros esenciales para este algoritmo, se tienen dos:

€ (Radio de vecindad): este parametro, permite saber cual es la distancia minima entre
los puntos vecinos para poder identificarlos como un grupo o como parte de un mismo
cluster. Este algoritmo se basa en medir una distancia por medio de alguna ecuacidn
como la euclidiana ya mencionada. Y una vez que se miden las distancia entre los
puntos se asigna clusters a aquellos que estan juntos (Rubifios, 2024).

MinPts (Minimo de puntos): Este parametro permite saber que grupo es considerado
como cluster o solo como ruido, una vez que las distancias han sido medidas y se
identifican grupos dentro de los datos, este parametro ayuda al algoritmo a saber si es
un grupo util o si solo es ruido para el algoritmo.

Este algoritmo puede ser configurado con méas parametros, pero Unicamente con
estos dos, puede dar resultados extraordinarios para los campos donde su
implementacién es requerida. Este algoritmo fue creado especialmente para tratar
datos geograficos o imagenes satelitales, donde es comunmente usado. También se
utiliza por su capacidad Unica paraidentificar el ruidoy anomalias, asi como identificar
patrones especiales e identificacién de clusters para datos no uniformes (Rubinos,
2024).

La complejidad de este algoritmo puede ser desde el orden 0 (n log n) hasta, 0(n?)
todo depende de como es que se accede a los datos, si se utiliza algun indice eficiente
para iterar entre los datos, se obtiene una complejidad baja, aunque sin el uso de
indices eficientes para acceder a los datos, estos dan un orden exponencial lo cual lo
hace muy dificil para escalar en grandes conjuntos de datos. Este método dentro de
complejidad toma un lugar neutro comparandolo con kmeansy el jerarquico (Rubifios,
2024).

Ventajas:

1. Este identifica automaticamente la cantidad de clusters sin necesidad de
indicarlo como parametro.

2. Puede identificar datos del ruido de los mismos datos, este, permite identificar
datos atipicos en los conjuntos lo cual permite un estudio mas profundo para



identificar estos datos y sus comportamientos alejados de los conjuntos
grandes.

3. La simplicidad de sus parametros que permite una sencilla ejecucién, puesto
que estos son muy claros y faciles de entender aun para personas no
matematicas o expertas en el tema.

Desventajas:

1. Encontrar una configuracién de ambos pardmetros, muchas veces es dificil,
requiere de muchas iteraciones y pruebas para encontrar una respuesta
realmente convincente. Una mala configuracion muchas veces culmina en
agrupar todos los datos en un mismo cluster, todos los datos convertidos en
ruido o un mega cluster con muchos clusters apenas contenidos en el minimo
de puntos.

2. Este algoritmo es sensible alaforma de los datos, silos datos estan muy juntos
o muy separados puede que la configuraciéon de los parametros termine siendo
una amalgama de un solo cluster o solo ruido.

3. Cuando se habla de datos con multiples atributos, se vuelve muy dificil
enfocarlo como un sistema de densidad puesto que esto ya no podria tener
sentido

4. Su complejidad permite poder ejecutar conjuntos de datos medianos sin la
necesidad de ajustes, para conjuntos de datos grandes, este algoritmo puede
requerir utilizar indices eficientes para el manejo de las distancias.

2.1.11 Técnicas de Evaluacion o Validacion

Losindices de validacién de un cluster son algoritmos que evallan la uniény eficiencia
de los datos entre si de cada grupo. En la mineria de datos no supervisada esto
funciona para poder medir la distancia de cada elemento con otros clusters y entre
cada cluster de cada uno de los grupos formados (Wegmann, 2021).

Para estas validaciones existen dos clasificaciones: la validacion externa y la
validacion interna, como el nombre lo indica, la validacién externa requiere de datos
previamente etiqguetados para validar la cohesidn de los nuevos clusters creados. Los
internos buscan la cohesién dentro de los mismos datos ya etiquetados, estos son los
mas comunes cuando se esta buscando el algoritmo correcto a utilizar (Wegmann,
2021).

Estos son mayor mente utilizados para poder identificar la eficiencia de algoritmos de
clustering, tales como k means, agrometrativo o DBScan y comparar los resultados.
Su beneficio radica en que, al desconocer como es que los datos se comportan o que,



al no haber un estudio previo de los datos, se beben iterar a través de multiples
algoritmos para poder escoger el algoritmo y los parametros correctos para el trabajo.
Un buen resultado en los indices de validacion dira cual fue la propuesta 6ptima para:
Algoritmo, parametros, numero de clusters, algoritmos para medir distancias,
enlaces, variacion, (segun corresponda) entre otros datos.

2.1.11.1 indice De Calinski Harabasz

Este indice de validacién también es conocido como razén de varianza, este mide que
tan densos y separados entre si estan los clusters, este indice define la razén de la
dispersion inter clusters e intra clusters.

Este algoritmo se caracteriza por ciertos aspectos, como ejemplo, valores grandes,
significan mejores resultados. Este indice baja cuando existe dispersion entre clusters
y aumenta cuando la separacidn entre clusters es mayor. Su uso mayormente se basa
en poder encontrar un nimero 6ptimo de clusters, normalmente se grafican los
resultados con numeros diferentes de clusters hasta encontrar la mayor altura de los
resultados obtenidos (Fayyad, 1996).

La férmula de este indice se basa en k como numero de clusters en un conjunto de
datos D, en esta férmula nk y ck son el nimero de puntosy centroide del grupo k, c es
el centroide global, N es el nimero total de puntos de datos esta formula se muestra
en la ecuacion 2.

CH = [Zk 1”k||ck Cll ] le 12 ||dl Ck|| l

Ecuacién 2 Indice De Calinski Harabasz

En pocas palabras, este algoritmo busca encontrar la separacién a partir de la suma
de las distancias entre el centroide de cada grupo y el centroide global del conjunto de
datos. Su coste computacional dice que este algoritmo es facilmente eficiente ya que
pertenece a la orden O(N), esto es gracias a que Unicamente suma distancias al
centroide global y locales, lo cual es bastante apto para conjuntos de datos grandes
(Fayyad, 1996).

Este algoritmo suele caracterizarse por ser facil de calcular ademas de ser muy
eficiente, su coste es lineal orientado al numero de datos. Es independiente del
algoritmo con el cual se hizo la agrupaciéon y no requiere ningun dato adicional al
conjunto ya etiquetado. Aunque, hay que considerar que este indice depende se
compararse con otros resultados ya obtenidos, si solo se tiene un conjunto, este
indice no puede ser tomado como punto de referencia para obtener una conclusion.



Este también puede verse afectado con el aumento de clusters, por lo que no es
recomendable para datos muy irregulares o muy densos, pues la curva puede solo ir
en aumento y afectar los resultados e interpretaciones (Fayyad, 1996).

2.1.11.2 indice Davies Bouldin

Este indice basa su funcionamiento en la similitud media entre clusters, en términos
de su radio interno relativo a la separacidon entre ellos. Esto significa que, en promedio,
cada cluster tiene la menor proporcion posible frente a la distancia del vecino mas
cercano. Este indice considera mejor particion aquella con un indice bajo sobre las
demas.

DB _15((“@-)
k = d(Ci, C])

Ecuacidn 3 Indice Davies Bouldin

En esta férmula N es el numero de grupos, ai es la dispersion promedio dentro del
grupo i, medida, mediante la distancia media entre los puntos del grupo y su centroide,
ci es elcentroide delgrupo iy, por ultimo, d (ci, cj) es la distancia entre los centroides
de los grupos (Zwass, 2025). Formula representada en la ecuacion 3

Este numero indica qué tan densamente formados estan los clusters y que tan
separados de los demas clusters estan. Estos dos factores son fundamentales para
Davies Bouldin paraindicar que los grupos son 6ptimos. Poreso es que un hiumero alto
en este algoritmo indica que no existe calidad de ellos.

Este algoritmo es facil de interpretar pues toda su formula se basa en medir la unién
de los clusters y la separacion entre ellos. Esta féormula no requiere datos previamente
etiqguetados ni predefinir algun tipo de parametro antes de ser ejecutado. Al ser un
algoritmo lineal donde uUnicamente se miden distancias, este tiene un coste
computacional bajo de orden o(n) donde se demuestra su bajo costo. Pese a esto este
indice puede tener problemas al medir clusters esféricos homogéneos, si se tienen
clusteres muy dispersos, estos dardn una medicién errénea, alta. También se ha
demostrado que tiene preferencias por clusters compactos y es sensible al ruido o
clusters con tamanos dispersos (Zwass, 2025).

2.1.11.3 Indice Silhouette
Este indice funciona asignando un valor a cada dato evaluando que tan cercano es un

objeto de su cluster y de un cluster lejano. Su objetivo es cuantificar qué tan bien
definidos y separados estan los grupos en funcion de la distancia entre los objetos de



datos. Para mostrar su eficiencia Unicamente se cuenta con resultadosde-1a 1, enel
cual, un nimero grande indica una mejor relacién entre ellos (Fayyad, 1996).

b(i) — a(i)
max{ a(i),b(i)}

Ecuacidn 4 Indice Silhouette

Silhouette(i) =

Suférmula se calcula para cada objeto de datos i, donde, a(i) es la distancia promedio
entre el objeto i y los demas objetos del mismo cluster. b(i) es la distancia promedio
entre el objeto de datos i y los objetos en el clister mas cercano y diferente al suyo. La
férmula es mostrada mediante la Ecuacién 4. Este también tiene la caracteristica de
identificar no solo un agrupamiento deficiente, si no, que, si se obtiene unvalor debajo
de 0, indica que el agrupamiento podria estar mal realizado ya que los grupos estan
superpuestos (Fayyad, 1996).

Este método es muy interpretativo el cual permite dibujar graficos des Silhouette para
cada cluster y evaluar la solidez de la particidn, este no depende del algoritmo de
clustering utilizado y su escala de [-1,1] facilita comparar soluciones de distinto k, este
método baja su puntaje equitativamente con la cohesion e inter separacion, lo que
ayuda a identificar un k 6ptimo. Y aunque este método es muy util para identificar la
eficiencia de los clusters, su mayor problema es el coste computacional ya que
pertenece a la orden o(N”"2), lo que es dificil de escalar para grandes voliumenes de
datos (Piatetsky-Shapiro, 2012).



CAPITULO 3 Marco Tecnolégico

Para hacer uso de estas técnicas se tiene software dedicado a realizar estas tareas,
algunos ejemplos son Python, KNIME y Weka. Estas herramientas suelen ser
complejas y requerir un conocimiento previo de todas las variables y caracteristicas
de los algoritmos. Por lo tanto, no estan al alcance de todos los usuarios que podrian
beneficiarse de la Mineria de Datos. La eleccidon de la herramienta adecuada depende
de la tarea especifica y las necesidades del usuario, lo que subraya la importancia de
desarrollar una herramienta integral que simplifique el proceso de Mineria de Datos
para usuarios no expertos (Wegmann, 2021).

Existen diversas plataformas y herramientas similares que ofrecen capacidades de
Mineria de Datos. Ademas de Python, que es altamente versatil y ampliamente
utilizado en este ambito, existen alternativas como MATLAB, conocido por su potencia
en calculos numéricos y procesamiento de datos. Weka es otra opcidn popular, una
plataforma de cddigo abierto con una interfaz grafica intuitiva para la Mineria de Datos.
R, por otro lado, es un lenguaje de programaciéon y entorno estadistico robusto,
ampliamente preferido por los estadisticos y analistas de datos. Cada una de estas
plataformas tiene sus propias ventajas y caracteristicas, y la eleccidén dependera de
los requisitos y preferencias del usuario (Jovic, 2014).

3.1 Pythony el Ecosistema scikit-learn

Python Es unlenguaje de programacioén de alto nivel, orientado a objetos y de propdsito
general. Su valor en la mineria de datos radica en sus librerias y no en el lenguaje
mismo; librerias como NumPy, SciPy y Pandas permiten que el lenguaje pueda ser
usado en campos de mineria de datos de una forma simple, siempre y cuando se tenga
conceptos de programacion entendidos (Pedregosa, 2011).

La principal biblio teca para la realizacion de algoritmos de mineria de datos es scikit-
learn, la cual, integra una amplia gama de algoritmos de ultima generacion para tareas
tanto supervisadas como no supervisadas. El diseno de esta libreria sumado a su
amplia documentacién y rendimiento, la hacen ideal para desarrollos rapidos y
eficientes con un gran escalado (Pedregosa, 2011).

3.1.1 Algoritmos

Como se mencioné anteriormente, este lenguaje y scikit-learn, pueden ejecutar una
amplia cantidad de algoritmos no supervisados, incluyendo los necesarios para la



realizaciéon de esta investigacién, como lo son: K Means, Jerarquico y DBScan.

También destaca por su gran capacidad para modificar los parametros de
configuracion de cada algoritmo. Pudiendo controlar aspectos como las métricas de

las distancias, métodos de enlace, procesamiento procedural, parametros especiales
de cada algoritmo, etc. (Pedregosa, 2011).

Dentro de los indices de validacién también tiene un amplio repertorio, simplificando

la ejecucién de estos, puesto que se sigue la misma curva de aprendizaje que los

algoritmos.

3.1.2 Ventajas y Desventajas

Ventajas:

Versatilidad. Este lenguaje es muy versatil gracias a sus librerias permitiendo
generar aplicaciones altamente complejas y con muchas funcionalidades sin
la necesidad de implementar otro tipo de tecnologias o lenguajes.

Ecosistema unificado. Python permite una aplica ejecucién de los algoritmos
necesarios sin la necesidad de buscar librerias fragmentadas, la curva de
aprendizaje de scikit-learn es muy reducida, una vez que se ejecuta cualquier
algoritmo por primera vez.

Listo para produccién. Gracias a su soporte para programacion orientada a
objetos, Python permite cédigo, mantenible, simple y de grado de produccion.

Desventajas:

Requiere saber programacién. Utilizar Python como herramienta para mineria
de datos sin tener conOcimientos solidos sobre programacién puede ser muy
complicado. Esto representa una barrera de entrada para usuarios nuevos y no
expertos en la programacién debido a su falta de GUI

Seleccion de parametros. A pesar de contar con indices de validacion,
configurar métricas de algoritmos como K means, que requieren ya conocer el
numero de clusters a generar, puede ser una tarea dificil si no se conocen
previamente los datos.

Gestion de memoria. El analisis de Big Data es un problema debido a su alto
coste computacional como lenguaje de alto nivel. Utilizar esta herramienta
para tratar grandes volumenes de datos, puede ser catastrofico si estos
superan a la memoria en algoritmos de alta complejidad como lo son el método
Jerarquico, ocasionando un desbordamiento de memoria y en la caida del
sistema.



3.2 R: Lenguaje Estadistico

R es un lenguaje y entorno de cddigo abierto, disefiado para la computacion
estadistica y visualizacién de datos. Esta en una herramienta orientada a los
estadisticos, investigadores y académicos para la exploracidon y experimentacion de
datos (Charrad, 2014).

Sus casos de uso son mayormente académicos en investigaciones de vanguardia
como la bioinformatica, la cual usa datos de alta dimensidon. También se usa en
estudios clinicos con grandes conjuntos de datos (Charrad, 2014).

3.2.1 Algoritmos

Los algoritmos que maneja este lenguaje tienen un soporte amplio con
implementaciones especializadas y estadisticamente rigurosas.

K Means y DBScan son dos algoritmos ampliamente utilizados y ejecutados en este
lenguaje debido a su implementacion especializada (Charrad, 2014). El método
Jerarquico en R es particularmente fuerte gracias a su libreria fastcluster que
proporciona una compilacion en C++ de cada uno de los métodos de enlace, este
meétodo a menudo supera el rendimiento a aplicaciones como Python y MATLAB.

R proporciona un conjunto de paquetes de validacion con herramientas complejas 'y
de alta calidad. Desde paquetes como NBClust, que proporciona algoritmos con la
capacidad de identificar el numero optimo de clusters (Charrad, 2014). Hasta en
paquete de indices de validacion aun mayor a scikit-learn en Python. Su caracteristica
principal de NBClust es poder ejecutar distintos indices y métricas de validacién
simultaneamente a los algoritmos, proporcionando un esquema de agrupamiento
optimo basado en la votacion mayoritaria de los indices.

3.2.2 Ventajas y Desventajas

Ventajas:

e Rigor estadistico. Esta herramienta es predilecta para el aprendizaje
estadistico profundo y la exploracion.

e Validacion Masiva. Proporciona multiples herramientas y esquemas de
validacion de clusters, especialmente con el paquete NbClust, el cual permite
ejecutar cerca de 30 indices.



e Visualizacion. R es considerado superior debido a poder crear visualizaciones
de datos complejas y de calidad publicaciéon gracias a sus paquetes
especializados.

Desventajas:

e Fragmentacion. Elecosistemade Rradica en sus multiples paquetes pequefios
y altamente especializados, lo cual dificulta la curva de aprendizaje, por sus
API’s inconsistentes en comparaciéon con scikit-learn en Python, el cual,
presenta un ecosistema unificado.

e Curva de aprendizaje. Este entorno requiere una mentalidad estadistica y es
dificil de operar aun en las personas especializadas o familiarizadas con la
programacion.

e Integracién con produccién. Al no ser un lenguaje de propicito general, integrar
un modulo de R en sistemas de producciéon o aplicaciones web resulta mas

complejo.
3.3 Weka (Waikato Environment for Knowledge
Analysis)

Weka es una herramienta considerada workbench, ya que este software implementa
una coleccidn de algoritmos de aprendizaje automatico y herramientas de
procesamiento previamente cargadasy listas a utilizar con una GUI (Hall, 2009).

Desarrollado en la universidad de Waikato, este sistema esta escrito Unicamente en
java lo que garantiza su portabilidad (Hall, 2009).

Su principal modo de interaccién con el usuario es a través de una GUI que permite la
carga de archivos en formato csv o ARFF y aplicar los algoritmos visualmente sin la
necesidad de escribir cédigo.

3.3.1 Algoritmos

Weka ofrece un amplio catalogo de algoritmos de agrupamiento estandar a través de
su pestana cluster en el explorador. Dentro de estos se encuentran algoritmos como
SimpleKMeans, el cual es el K Means estandar, DBScan y Jerarquico con sus nombres
mas comunes. Proporcionando de estos resultados estadisticos y graficos sobre cada
algoritmo (Hall, 2009).



Este algoritmo cuenta con distintos algoritmos de validacién como el método de codo,
el cual ayuda a identificar el numero optimo de clusters para los datos, pero tiene un
punto débil, el cual es que carece de indices de validacion como Silhouette, Calinski-
Harabasz o Davies-Bouldin, siendo que, para utilizar estos indices, se requieres
buscar otras herramientas especializadas en esto (Hall, 2009).

3.3.2 Ventajas y desventajas

Ventajas:

e Facilidad de uso. Su principal caracteristica es que cuenta con una interfaz
intuitiva, facil de usar para aplicados en materia de la mineria de datos y no
programadora a la hora de cargar datos y ejecutar algoritmos complejos.

e Herramienta educativa. Esta herramienta es muy util para la ensenanza de la
mineria de datos a estudiantes en entornos académicos.

e Integral. Proporciona un flujo de trabajo completo desde el procesamiento de
datos hasta la visualizacién en una sola aplicacién.

Desventajas:

e Validacién de agrupamiento. Esta herramienta no ofrece indices de validacion
de clusters, las métricas que proporciona son validacion por el método de codo
para encontrar numeros 6ptimos de grupos o el uso de clases a clusteres que
depende de tener datos etiquetados.

e Escalabilidad. Weka no esta disefiado para el manejo de Big Data, por lo cual,
es mejor con conjuntos pequefos de datos que no superen la memoria.

o Flexibilidad: Esta herramienta esta limitada a los algoritmos previamente
instalados e implementados, puesto que no es tan flexible como las
herramientas basadas en lenguajes de programacion.

3.4 WebMinerX

WebMinerX es una aplicacion web desarrollada con el objetivo explicito de reducir la
barrera de entrada a la mineria de datos para usuarios no expertos. La principal
diferencia con las demas aplicaciones, es su entorno accesible desde un navegador
web y una interfaz sencilla e intuitiva en todo momento (Guzman, 2024).

Para su desarrollo se utilizaron multiples tecnologias y enfoques. Su interfaz esta
desarrollada sobre HTML, CSSyJavaScript. Mientras que, el Backend esta hecho sobre
Python con scikit-learn y FastApi para la conexién por medio de protocolos https,



utilizando también la libreria Matplotlib para poder mostrar graficos e ilustraciones
acordes a los resultados obtenidos por los modelos (Guzman, 2024).

Este sistema esta hecho para guiar al usuario a través de una carga de datos en
formatos CSV y ARFF, seleccién de algoritmo y la visualizacion interactiva de
resultados.

3.4.1 Algoritmos

A diferencia de las anteriores, esta aplicaciéon esta fuertemente intencionada para la
ejecucioén de unicamente 3 algoritmos de aprendizaje no supervisado los cuales son:
K Means, Agrupamiento Jerarquico y DBScan, los algoritmos propuestos para esta
investigacion (Guzman, 2024).

Una caracteristica importante para esta aplicacion en diferencia con Weka, es su
integracién nativa con los algoritmos de agrupamiento junto con indice de validacién
internos, como lo son: Silhouette, Calinski-Harabasz y Davies-Bouldin. Esta
herramienta esta disefiada para presentar estos indices de una manera comprensible
permitiendo a un usuario no experto tomar una seccion informada sobre la calidad de
cada una de sus agrupaciones hechas (Guzman, 2024).

3.4.2 Ventajas y Desventajas

Ventajas:

e Accesibilidad y simplicidad. Su objetivo es simplificar el proceso de Mineria de
datos para usuarios sin conocimientos extensos de programacion o
estadistica.

e Flujo de trabajo de validacién integrado: Su ventaja mas grande es la inclusion
de los indices de validacién en una interfaz intuitiva y facil de manipular, esto
permite un verdadero analisis no supervisado.

e Interfaz de usuario intuitiva. Al ser una aplicacién web guiada, simplifica la
carga de datos, configuracion de parametros y la interpretacién de resultados.
Las pruebas de usabilidad realizadas con 20 usuarios no expertos arrojaron una
puntuacién de 4.43/5, confirmando que el sistema es facil de usar, intuitivo y
no requiere asistencia técnica.

Desventajas:

e Alcance limitado. El sistema esta actualmente limitado en cuanto a los
algoritmos e indices que ofrece, siendo una limitante para usuarios con
diferentes necesidades sobre sus datos especificos.



e Falta de persistencia. Esta aplicacion carece de una integracion con bases de
datos, dando como resultado una capacidad nula para almacenar o recuperar

sus conjuntos.
e Escalabilidad. Esta herramienta esta disenada para la usabilidad, lo cual afecta
al rendimiento, siendo no util en la Big Data, carente de optimizaciones y
proteccion en el sobre desbordamiento.

3.5

de datos.

Eleccion de la herramienta para el procesamiento

En un andlisis exhaustivo acerca de las ventajas y desventajas que ofrece cada
herramienta y una recopilacién de sus caracteristicas principales, se logré recabar la
tabla 1. La cual demuestra principales problemas y virtudes de cada tecnologia.

Tabla 1 Evaluacién de herramientas de Mineria de Datos
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Platafor Lenguaje de Lenguaje de o
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ma Programacion Programacion
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Expertos, . . .
. Estadisticos, Estudiantes, | Usuarios No
Usuario | Desarrolladores, o .
o L Académicos, Principiantes Expertos,
Objetivo Cientificos de . o .
Investigadores , Académicos Analistas
Datos
Algoritm | Muy Extenso (K- Muy Extenso (K- Basico (K- Basico (K-
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En base a la tabla 1, se concluyd que, la mejor herramienta para este caso de estudio
especifico es WebMinerX, su versatilidad y la capacidad de integrar los indices de
validacion junto con los algoritmos, sin la necesidad de escribir cddigo, lo hace la
herramienta ideal para este proyecto permitiendo asi un veloz desarrollo e
implementacion con la investigacion.

3.6 United States Geological Survey (USGS)

EL USGS es una de las agencias cientificas del gobierno de Estados Unidos dedicada
al estudio de la tierra. Esta agencia funciona como un departamento de investigacion
oficial que proporciona datos y conocimientos sobre los recursos naturales, sus
peligros y la salud de los ecosistemas (U.S. Geological Survey, n.d.).

El objetivo de esta agencia es la de monitorear, analizar y predecir las interacciones
del sistematerrestre para poder entregar informacidn Utily oportuna. Esta informacién
debe ser util para describir y comprender la tierra, poder predecir fenémenos y
desastres, minimizar cualquier tipo de muerte humana o biolégica, gestionar recursos
naturales como cuerpos de agua, flora, fauna, minerales, y hablando de una forma
mas general, proteger la calidad de vida (U.S. Geological Survey, n.d.).

La USGS busca liderar la investigacion, las evaluaciones y prediccion de los recursos
y procesos naturales para asi poder satisfacer necesidades que la humanidad pueda
tener en el ahora.

Esta agencia se caracteriza principalmente por tener imparcialidad cientifica,
destinada unicamente a la investigacion, sus tareas no deben ser de regulacion de
ningun tipo. Su principal funcidon es la de proveer informacién fiable, objetiva y sin
ningun tipo de inclinaciénya sea, politica, socialy moral (U.S. Geological Survey, n.d.).

No se ubica solo en el area geoldgica, puesto que, su area de estudio es
multidisciplinar, abarcando areas de estudio muy amplias como lo son la biologia,
geologia. hidrologia y por supuesto, geografia.

La USGS es responsable de monitorear fenédmenos continuos como el volumen de los
cuerpos de agua, actividad sismica y los cambios en la superficie terrestre. Esto lo
logra gracias a sus imagenes satelitales de acceso publico y gratuito. Ademas de
complejos mapas topograficos (U.S. Geological Survey, n.d.).



CAPITULO 4 Marco Metodolégico

En esta seccion se exploraran las metodologias orientadas al descubrimiento de
informacién mediante la mineria de datos, estas metodologias proveen disantos
puntos de vista para la identificacion de informaciéon oculta en un conjunto de
informacidn veridica y fiable. Se exploraran conceptos clave para su analisis y estudio
como lo son sus caracteristicas generales, las ventajas, desventajas y fases de cada
uno de los procesos que las distintas metodologias conlleven.

4.1 Metodologia KDD (Knowledge Discovery in

Databases)

La metodologia KDD es un proceso basado eniteraciones con la finalidad de descubrir
conocimiento a través de grandes conjuntos de datos. Se define como un proceso no
trivial para poder identificar patrones validos, novedosos, buscando que los datos
sean utiles y comprensibles. Descritas de una forma general. Estas actividades
incluyen: seleccién de datos, preprocesamiento y limpieza, transformacion de las
variables, el uso de la mineria de datos con algoritmos de aprendizaje y la evaluacion
e interpretacion de los datos y/o patrones descubiertos. Normalmente, estos nuevos
patrones requieren de alguna validacion externa para poder afirmar que sean
correctos y utiles. Esta metodologia busca convertir datos grandes en conocimiento
mediante el uso de la mineria de datos para asi poder descubrir y encontrar patrones
en los datos (Piatetsky-Shapiro, 2012).

El concepto Knowledge Discovery in Databases (KDD) nacid en 1989 durante el primer
taller de descubrimiento de conocimiento y su nombre fue otorgado por Gregory
Piatetsky-Shapiro, a partir de esto, cada ano se realizaban conferencias
internacionales de KDD hasta 1996 donde Fayyad y otros, lo consolidaron como un
proceso no trivial de extraccion de patronal utiles en los datos. Y desde entonces se
consolidé como una metodologia de mineria de datos académica de referencia
(Piatetsky-Shapiro, 2012).

Esta metodologia es util para cualquier conjunto grande de datos donde se requiera
obtener conocimiento o identificar patrones para su estudio, su mayor campo de
utilidad lo es el marketing y el comercio en la segmentacién de clientes y analisis de
tendencias en los productos, aunque las aplicaciones para esta metodologia son muy
amplias extendiéndose a ramos como: las finanzas para la identificacion de fraude en
la aprobacion de créditos, también, en el area de salud donde ayuda con la deteccion



predictiva de enfermedades y/o el avance de las mismas. En la seguridad informatica
para identificar el uso anormal de las redes o tecnologias e identificar peligros
potenciales. Y estos solo son algunos ejemplos de las utilidades de esta metodologia.
Todas estas tareas estan orientadas a la mineria de datos en materia de clasificacion,
clustering y reglas de asociacion, a través de las cuales, todo este tipo de
conocimiento puede ser adquirido de la mano del analista (Fayyad, 1996).

4.1.1 Ventajas

El uso de esta metodologia permite obtener conocimiento nuevo, descubrir patrones,
tendencias y/o relaciones que serian muy dificiles de identificar manualmente en las
bases de datos grandes. Esto permite poder encontrar informacion util, novedosa y
concisa sobre los datos.

Esta herramienta también permite automatizar tareas complejas de exploraciéon de los
datos, el objetivo de KDD es automatizar al maximo el proceso de descubrimiento de
informacién, lo cual mejora el procedimiento de manejar volumenes masivos de
datos.

Una de sus grandes ventajas es la de su gran capacidad para adaptarse a cualquier
disciplina, ya que combina enfoques de diferentes materias para ser aplicada en
enfoques diversos. Lo cual le da una gran versatilidad a la forma de enfrentar
problemas de diferentes ramas. Ademas, la caracteristica de la metodologia de ser
iterativa, permite al analista refinar las tareas de la mineria de datos, conforme se van
haciendo descubrimientos nuevos.

Por ultimo, esta metodologia permite evaluar la calidad de los datos ya descubiertos.
Lo que aumenta el grado de validez y comprensibilidad de la informacion obtenida. Se
pueden utilizar diferentes métricas para evaluar la calidad de los resultados ademas
de permitir la colaboracién humana para la revisiéon de estos mismos. Esto da como
resultado informacién util, eficaz y novedosa.

4.1.2 Desventajas

La principal desventaja es su alto coste computacional, cuando se manejan grandes
conjuntos de datos no solo el tiempo de procesamiento es un factor, puesto que,
muchas veces, sin las optimizaciones correctas, los algoritmos pueden terminar con
un desbordamiento de memoria o un sobreuso de la CPU, lo que termina con equipo
de cémputo en colapso. Para esta tarea (Dependiendo del volumen de datos) Se
requieren equipos robustos, y algunas veces, costosos lo que implica un alto costo de



tiempo y recursos para su ejecucion. Ademas, todo esto requiere ir de la mano de
expertos para que puedan supervisar, planificar y evaluar el proceso.

Los resultados de esta herramienta dependen altamente de la calidad de los datos, ya
que, si los datos no vinieran de una fuente confiable o existiera ruido entre ellos,
pueden resucitar en informaciéon deficiente o errénea. Por ello, la realizacion de
procesos de preparaciony limpieza de los datos es fundamental para larealizacién del
proceso.

4.1.3 Fases del Proceso KDD

Seleccién de Datos:

En la primera fase del proceso de la metodologia KDD consiste en revisar, validar y
obtener informacién consistente y robusta sobre el problema a analizar. El objetivo de
esta base es obtener informacién confiable e integra, estas fuentes de informacién
pueden ser bases de datos, almacenes de datos, estadisticas, o métricas
almacenadas (Fayyad, 1996).

Para esto se debe establecer las delimitaciones de la investigacion y delimitar la
informacién de acuerdo al problema, pueden delimitarse por uno o mas tipos como,
zona geografica, fecha, delimitacion de un espacio, poblacion etc. Esto con la finalidad
de no ingresar informacion irrelevante que pudiera generar ruido en la investigacion
(Piatetsky-Shapiro, 2012).

Preprocesamiento:

Esta fase busca reducir la mayor cantidad de ruido de los datos, eliminando o
rellenando datos faltantes (dependiendo el problema se pueden llenar huecos usando
medias, medianas o modas en los datos, aunque no es recomendable). Dentro de este
procedimiento también se deben integrar los datos de los distintos origenes de los
datos creando relaciones entre los datos y de ser posible, normalizar los datos para un
correcto procesamiento con la mayor optimizacion posible en los datos (Piatetsky-
Shapiro, 2012).

Esta fase es fundamental para poder procesar los datos de una forma eficiente y
muchas veces, si esto se hace bien, aumenta la calidad y disminuye el tiempo de
procesamiento.

Transformacion:

Esta es la ultima fase de la preparacién de los datos, esta fase consiste en reducir la
dimensionalidad de los datos y crear nuevas variables a partir de esto, se emplean



técnicas de reduccién de dimensionalidad las cuales buscan reducir los datos hasta
crear conjuntos convenientesy especificos, los cuales Unicamente tienen informacion
concreta y relevante para las pruebas (Piatetsky-Shapiro, 2012).

Su objetivo es obtener un conjunto de datos capaz de ser procesado con el minimo de
recursos posibles, pero sin perder informaciéon fundamental para el mismo sistema,
este conjunto también debe ser capaz de poder hacer operaciones basicas de
conjuntos sin tener algun tipo de problema de datos, las operaciones que esté
conjunto deben permitir pueden ser, sumas, promedios, modas, analisis estadisticos
etc. Obteniendo asi un conjunto homogéneo, claroy simplificado de datos (Piatetsky-
Shapiro, 2012).

Mineria de datos:

de acuerdo al problema y a la solucién que se desea buscar, en esta fase se debe
aplicar alguno de los algoritmos ya antes descritos, se debe elegir en técnicas de
aprendizaje automatico sobre los datos ya transformados. Algunos de los ejemplos de
técnicas aplicables en este paso pueden ser: clasificacién, regresion, clustering,
reglas de asociacion, etc. Este paso puede permitir manejar los datos desde, usar k
means o DBScan para poder identificar grupos ocultos en los datos, hasta, entrenar
modelos de redes neuronales o arboles de decision para predecir una etiqueta (Jovic,
2014).

Estafase debe dar como resultado el poder obtener conjuntos de patrones, etiquetas,
reglas, modelos, variables predictivas etc. Para poder ser analizadas mas adelante,
este paso puede no realizarse una Unica vez, y, por el contrario, se deben aplicar
numerosas iteraciones de los datos, para asi, poder conseguir un resultado que pueda
satisfacer el problema o encontrar la solucién.

Evaluacion e Interpretacion:

En estafase es donde finalmente se obtiene informacion relevante, aunque primero se
debe evaluar la calidad de los resultados obtenidos en el paso anterior, es esta fase se
aplican procedimiento como indices de validacién de los datos, porcentajes de
asertividad, usar métricas de exactitud y confianza de las variables obtenida, todo lo
la finalidad de poder decidir interpretar los datos obtenidos o si se requeriran nuevas
iteraciones sobre los datos (Jovic, 2014).

Unavez que la integridad y calidad de los datos es la correcta y permitida, un experto
en los datos debe extraer el conocimiento de los resultados, se analizan patrones,
estructuras nuevas, asociaciones encontradas y se conjunta todo es nuevo
conocimiento como conocimiento valido. Este conocimiento se da a conocer al



usuario y se puede permitir ajustar para futuras iteraciones del procedimiento KDD o
retroalimentar los algoritmos con esta informacién descubierta (Jovic, 2014).

4.2 Metodologia CRISP-DM (Cross-Industry Standard

Process for Data Mining)

La metodologia CRISP-DM se traduce como el proceso estandar inter-industrial para
la mineria de datos. Definida en la literatura como un modelo de estandar abiertoy no
propietario para guiar los procesos de mineria de datos. Su principal caracteristica es
su neutralidad, ya que, fue disefado para ser independiente de la industria, software y
de la aplicacién especifica. Es decir, no depende de las herramientas y objetivos para
siimplementacion (Saltz, 2021).

Este modelo tuvo lugar en el afio 1996 y publicado de manera formal en el 2000, su
construccioén estuvo a cargo de un grupo de entendidos en materia de la mineria de
datos, una de las personas que encabezaban este proyecto era Daimler Crysler, quien
ya aplicaba la mineria de datos en procesos de negocio (Saltz, 2021). Durante esta
apoca la mineria de datos era inmadura y muchas veces, su éxito dependia de la
experiencia y habilidades del usuario, puesto que no existian formulas fiables para
poder ser repetidas o duplicadas.

Desde el comienzo este proyecto buscé demostrar que la mineria de datos era ya lo
suficientemente avanzada para ser desarrollada como una ciencia formal y estaba
lista para ser incluida en procesos de negocio. Y de esta forma, crear una particion
ordenada del complejo procesos de mineria de datos y se facilmente reproducible sin
depender del contexto.

4.2.1 Ventajas

Su principal fuerte desde un comienzo fue el estatus de “estandar” y “probado por la
industria”, el cual creo estructuras familiares y una estructura facilmente reconocible
por los entendidos de la materia y los nuevos usuarios (Saltz, 2021).

Esto, sumado a que no es dependiente del contexto como la herramienta utilizada,
campo o aplicacién, la hizo fuertemente aceptada dentro de la comunidad. Esta
naturalidad lo convirtié en un marco perfecto adaptado a cualquier situacion y
diferentes contextos, lo cual le anade tanto estructura como flexibilidad lo cual es
esencial en un campo creativo.



Su utilidad real estaba en haber sido un producto creado mediante la experiencia en el
campo aplicado, lo cual proporciona un modelo integral que cubre todo el ciclo de vida
del proyecto. Ayudando desde la planificacion, la comunicacion del proyecto y la
documentacion.

4.2.2 Desventajas

Una de sus grandes limitaciones como objeto de estudio de la mineria de datos es que
no realiza actividades de gestiéon de proyectos. Puesto que se define que tareas deben
hacerse, pero, no el como deben de hacerse lo cual, afecta a la coordinacion del
equipo y requiere ser combinada con alguna metodologia agil como SCRUM para
abordar los desafios que esta metodologia enfrenta (Saltz, 2021).

Otra clara desventaja es el hecho sobre que para el aino 2000 la tecnologia no tenia las
dimensiones actuales. Por lo cual, muchos problemas no pudieron ser previstos y
actualmente se enfrenta a una necesidad de extensiones o remodelaciones para
acoplarse a entornos modernos y no quedar obsoleta, estos problemas van desde el
manejo de la big data, baja robustez en el modelo en la utilizacién de datos con gran
dimensionalidad, la falta de mecanismos explicitos para integrar aspectos legales,
éticos o relacionados con la confianza y las adaptaciones de dominio para campos
especificos como la industria manufacturera o la atencién médica.

Como ya se menciond, esta presenta un fuerte problema a la hora de organizar los
procesos y tareas, lo cual se nota principalmente en la parte de despliegue, puesto
que muchas de las implementaciones de este modelo, tienen un despliegue muy
deficiente, o no incluyen estas nuevas soluciones con modelos de negocio o sistemas
deTI. Lo cualindica una brecha entre el rendimiento tedricoy practico de este modelo.
Donde los proyectos se detienen en la parte de la evaluacién aun en entornos de
investigacion (Saltz, 2021).

4.2.3 Fases de la Metodologia

Comprensién del negocio:

Esta fase debe dominar los objetivos del negocio, evaluar la situacién y determinar los
objetivos del proyecto a lograr desde la mineria de datos con la finalidad de producir
un proyecto.

Dentro de estafase de busca comprender los objetivos y requisitos del proyecto desde
una perspectiva empresarial. Su funciéon es poder traducir las necesidades de la
empresa en una definicidon del problema de mineria de datos y un plan de proyecto



preliminar, a través de cual se generaran las tereas iniciales y se organizara al equipo
(Saltz, 2021).

Comprensién de datos:

Esta fase busca metas preparatorias sobre los datos, entre sus faces se incluye el
poder recopilar los datos, describirlos, explorar la utilidad y uso de cada uno, asi como
verificar la calidad de estos (Saltz, 2021).

Esta fase comienza con la recopilacion de los datos iniciales, esto incluye cualquier
fuente confiable de la cual obtener los datos, estos no deben tener ruido a causa de
una mala recoleccién o huecos dentro de los mismos, siendo una base consistente y
util. Estafase se centra en elconocimiento de los datos, busca saber que datos existen
con la finalidad de aportar conocimiento a la investigacion y cuales no.

Preparacion de los datos:

Esta fase tiene tareas muy marcadas como son la limpieza de los datos, selecciéon de
registros y atributos, la construccidn de los datos, integracién y homogenizacién de los
mismos.

Siendo una fase fundamental para el proceso de la mineria de datos, esta fase busca
obtener una base de datos altamente eficiente capaz de poder obtener estructuras de
datos n direccionales utiles, compactas, concisasy lejos de todos aquellos datos que
podria alterar una correcta aplicacion de los algoritmos. Esta fase se define como una
de las mas largas de todo el proceso (Saltz, 2021).

Modelado:

La aplicacion de los modelos de mineria de datos se ejecuta en esta fase, se deben
seleccionar las técnicas a aplicar y se genera un modelo de prueba para hacer una
evaluacion técnica de dicho modelo con datos y recursos reducidos, una vez que los
n modelos pasan las pruebas de calidad se debe generar un modelo donde se puede
ejecutar el algoritmo con todos los algoritmos y recursos necesarios para su
ejecucioén. Por ultimo, se evaliua este modelo mediante técnicas o indices y se
almacenan los resultados obtenidos.

Esto con cada uno de los modelos seleccionados en etapas anteriores y se procede a
Su ejecucion, este proceso es uno de los mas rapidos de todo el proceso. Con cada
iteracion de los modelos, los parametros deben ser ajustados y calibrados para
evaluar las técnicas entre si (Azevedo, 2008).

Evaluacion:



Aqui se deben evaluar los resultados obtenidos contra los objetivos de negocio de la
fase 1, re revisa de nuevo todo el proceso seguido hasta ahora y se determina si las
iteraciones deben parar o continuar con el despliegue de la informaciony el modelo ya
obtenido.

Todos los modelos generados deben pasar por una rigurosa evaluacion y generar
conocimiento util para la aplicaciéon y para el campo estudiando antes de pasar al
despliegue.

Despliegue:

Esta fase implica una puesta en produccion de los entornos empresariales finales de
la aplicacién, no entodas las aplicaciones de esta metodologia se logra un despliegue,
aungue este es recomendado para un proceso de vida completo y practico.

Este debe planificar y monitorear todas las fases de la implementacion, generando un
informe sobre coémo crear este proceso repetible en toda la empresa y sobre cdémo
mantenerlo. Asi como una informe finaly revisién retrospectiva del proyecto (Azevedo,
2008).

4.3 Metodologia SEMMA

SEMMA es un acrénimo que representa las 5 fases de un proceso mineria de datos:
Sample, Explore, Modify, Model, and Assess, que se traduce como: Muestrear,
Explorar, Modificar, Modelary Evaluar.

Esta metodologia fue desarrollada por el SAS Institute, su propdsito principal es
organizar metodoldgicamente las funciones de su software estadistico y de
inteligencia de negocios especificamente la herramienta SAS Enterprise Miner. Algo
que hay que tener en consideracion, es que, dentro de su documentacion se explica
que SEMMA no es una metodologia de mineria de datos, en el sentido de un marco de
gestion de proyectos de ciclo de vida completo. Lo describe como una organizacion
légica del conjunto de herramientas funcionales de SAS Enterprice Miner (Inc., 2024).

Esto quiere decir que no esta disefado para gestionar un proyecto de principio a fin.
Estatecnologia, mas bien, es un flujo de trabajo de desarrollo de modelos o un proceso
centrado en los datos. Describe la secuencia légica de pasos que un analista de pasos
realiza dentro de un entorno de software para construiry validar un modelo predictivo
(Inc., 2024).



4.3.1 Ventajas

Las fortalezas de esta metodologia radican en su definicién como flujo de trabajo, su
principal ventaja es la eficiencia de procesamiento y su velocidad. En su fase inicial de
muestreo de mina una muestra representativa en lugar del volumen completo,
reduciendo asi el tiempo de procesamiento. Este paso hace que sea tan facil, rapidoy
preciso como codear toda la base de datos, permitiendo que el analista pueda
producir rapidamente un modelo validado (Inc., 2024).

El modelo obtenido proporciona un enfoque légico y permite aplicar técnicas
estadisticas y de modelado. Este enfoque integrado con las herramientas SAS le
permite al analista obtener resultados mediante un GUI que lo guia durante el flujo de
todo el proceso (Inc., 2024).

A pesar, de ser un modelo aplicado, este enfoque permite resolver una amplia gama
de problemas de negocio incluyendo la deteccién de fraude, marketing, retencion de
clientes y analisis de riesgos (Inc., 2024).

4.3.2 Desventajas

Las limitaciones de SEMMA son consecuencia de sus alcances deliberadamente
definidos. Su depende3ncia del proveedor es una de las desventajas clave para su
ejecucioén en la busqueda de investigaciones no aplicadas a negocios. Este es un
modelo de proceso especifico de proveedory al ser dependiente de las herramientas
SAS, es poco practico usarlo por fuera de ellas lo que limita su aplicabilidad en
diferentes entornos que utiliza otras herramientas de software (Inc., 2024).

Este modelo omite una etapa muy importante para la obtencién de datos, lacuales la
comprension de negocio, enfocandose Unicamente en el flujo de trabajo asumen que
los objetivos ya han sido previamente definidos lo cual puede ser incorrecto y corren
elriesgo trabajar sin metas definidas y llegar a modelos sin una calidad deseada.

Otra etapa muy importante que ignora por completo, es el despliegue de los modelos
previamente obtenidos. Consiguiendo un flujo de trabajo completo sin la tarea que
implementa en un modelo de negocio este huevo conocimiento. Lo que termina en un
ciclo de vidaincompleto y con una evaluacién sin propdsito (Inc., 2024).

Por ultimo, hay que tomar en cuenta que el método SEMMA no es un modelo tipico de
mineria de datos. Por lo cual, el omitir pasos fundamentales para otros modelos es
solo muestra de sus aplicaciones especificas dependientes de sus herramientas a las
cuales fue construido este modelo.



4.3.3 Fases

Muestreo (Sample):

Esta fase consiste en extraer una porcidn de un gran conjunto de datos. El objetivo es
obtener una gran cantidad de datos lo suficientemente consistente como para poder
ser procesadaperotanreducidacomo se pueda para poder obtenerun procesamiento
rapido. El sistema SAS indica que se busca una estrategia de muestreo para reducir el
tiempo de procesa miento y en algunas ocasiones este paso se omite por la baja
calidad de los resultados (Inc., 2024).

Exploracion (Explore):

Se exploran los resultados obtenidos en el paso anterior buscando relaciones,
hipotesis y resultados anticipados buscando anomalias y tendencias que
posteriormente deban ser confirmadas y asi comprender un poco mejor la naturaleza
de los datos. Su objetivo es comprender ideas sobre el conjunto de datos muestreado.

Modificaciéon (Modify):

Se crean y se modifican las variables para poder generar modelos orientados a los
distintos algoritmos escogidos. La finalidad de esto es obtener variables predictivas
mas significativas y de la misma forma, orientar los resultados hacia las hipotesos
previamente definidas (Inc., 2024).

Modelado (Model):

Esta es la aplicacion de los algoritmos, con todo el trabajo anterior, se aplicaran los
distintos algoritmos y se busca confirmar o desmentir las hipdtesis previamente
marcadas. Buscando combinaciones de datos o patrones que puedan demostrar de
manera fiable resultados y conclusiones (Inc., 2024).

Evaluacion (Assess):

Esta fase esta orientada completamente a la evaluacion del modelo obtenido en la
fase anterior, por medio de diferentes métricas se evalua la viabilidad y fidelidad del
modelo anterior. Obteniendo finalmente una conclusién sobre el modelo de datos o
tomando la decisién de volver a comenzar con una nueva aplicacion de dicha
metodologia con un entendimiento de los datos distinto (Azevedo, 2008).



4.4 Seleccidon de la Metodologia

En el presente estudio, se busca el descubrimiento es conocimiento por medio de la
aplicacién de algoritmos no supervisados para la identificacién de la sequia, como
marco de referencia metodolégico se selecciond a Knowledge Discovery in Databases
(KDD), en virtud a su enfoque integral flexible, y orientado al descubrimiento de
conocimiento. Esta eleccidn ya cumple con las caracteristicas solicitadas por el
problema mismo y se ajusta a las limitaciones y necesidades. A diferencia de sus
contrapartes estudiados como SEMMA y Crisp-DM.

La metodologia KDD aborda de una forma sistematica todo el proceso del
descubrimiento del conocimiento, comprendiendo las etapas de seleccidn,
preprocesamiento, transformacién, mineria de datos e interpretacion del
conocimiento. Esta estructura resulta idénea para el tratamiento de imagenes
multiespectrales, los cuales requieres procesos complejos para la identificacion y
correccidon de informacidén util y significativa. Esta metodologia ofrece un marco
metodoldgico coherente con la naturaleza de la investigacidény con los objetivos de un
estudio exploratorio basado en algoritmos no supervisados (Azevedo, 2008).

En comparacion, la metodologia CRISP-DM constituye un modelo amplio y flexible,
altamente utilizado en contextos industriales. Aunque este fue el punto mas débil para
su eleccion, esta metodologia esta orientada a la evaluacidon e implementacion en
entornos meramente industriales o empresariales (Saltz, 2021). Su enfoque esta
centrado en la comprensidon de un negocioy la validacion de los resultados a través de
métricas de desempefo. A pensar de poder adaptarse en contextos cientificos, su
estructura enfatiza un modelo supervisado y meramente validado, lo cual no resulta
correcto paralarealizacion de estainvestigacion de caracter exploratorio (Saltz, 2021).

La metodologia SEMMA desarrollada por SAS Institute, esta orientada principalmente
al desarrollo de modelos predictivos dentro de los entornos de analisis estadistico y
de negocio. Su estructura asume que los datos se encuentras previamente depurados
y listos para el modelado omitiendo etapas esenciales para una investigacién de
caracter exploratorio como lo es esta investigacion (Inc., 2024). Las limitaciones del
programa Landsat en sus imagenes multiespectrales como lo son el ruido, variaciones
radiométricas, y diferencias espectrales significativas, hacen que esta metodologia no
sea meramente Util a la hora de desarrollar este trabajo (Inc., 2024).

Una vez teniendo todo esto en cuanta, se puede concluir que KDD facilita la
integracidon de los resultados en un contexto cientifico y ambiental, contribuyendo a la



toma de decisiones en materia de monitores o gestion de recursos naturales (Azevedo,
2008).

La elecciéon de KDD como metodologia base, estda basada mayormente en los
siguientes puntos:

e Su enfoque permite un ciclo de vida completo desde la adquisicién hasta la
interpretacion del conocimiento

e Su adecuacidén a datos con gran volumen y dimensionalidad como lo son las
imagenes multiespectrales.

e Su orientacion es de caracter cientifico y exploratorio, ideal para trabajar con
algoritmos no supervisados.

e Su capacidad para generar conocimiento significativo en contextos de analisis
ambiental y geoespacial.

Estas razones permiten observar por que KDD es la metodologia escogiday apropiada
para el desarrollo de este trabajo, esta permite abordar de manera rigurosa y
estructurada el proceso de descubrimiento de patrones relacionados con la sequia a
partir del analisis de informacion multiespectral.



CAPITULO 5 ESTADO DEL ARTE

Ahora se deben evaluar los trabajos hechos con anterioridad sobre este tema, sobre
estos trabajos se analizaran diversos aspectos, que deben ser fundamentales para ser
tomados en cuenta.

Los aspectos mas importantes seran analizar el objetivo, este debe ser relacionado
con la meteorologia y/o la sequia, este objetivo debe incluir el poder generar grupos de
sequia o generar andlisis sobre la vulnerabilidad a la sequia, asi como poder
correlacionar fendmenos atmosféricos con la sequia.

Contar con una delimitacién espacio temporal de estudio, cada estudio debe estar
delimitado tanto en afios de estudio como en area geografica especifica.

Cada estudio debe incluir métodos de mineria de datos para asi, poder obtener
conocimiento nuevo, de preferencia haciendo uso de algoritmos de aprendizaje no
supervisado.

Por ultimo, cada investigacion debe obtener resultados describiendo la informacion
obtenida, estas pueden ser nuevas agrupaciones o el descubrimiento de patrones
ocultos en las variables que se tomaron en cuenta para el estudio.

Los estudios presentados cumplen con la mayoria de estos aspectosy pueden aportar
informacién importante sobre como es que esta investigacion es relevante en el
campo de estudio y futuramente un marco de referencia para investigaciones futuras.

Analisis Espacio-Temporal De La Sequia

Spatial And Temporal Characteristics of Drought and Its Correlation with Climate
Indices in Northeast China. Fue publicado en el ano 2021, el objetivo de esta
investigacion es analizar las caracteristicas especiales y temporales de sequia, en
China, este estudio se realizd en tres regiones: Noroeste (R1), Occidental (R2) y
Sureste (R3). Para esto se basaron en el indice estandarizado de precipitacion (SPI)
entre 3y 12 meses, para, asi poder determinar la relacion entre la sequia y patrones
climaticos (Wang, 2024).

Los algoritmos utilizados en este trabajo fueron analizados por el método jerarquico,
se enfatiza en el uso del método Ward como enlace y el uso de la distancia euclidiana.
También se realizd6 una prueba de tendencia Mann-Kendall y un estimador de
pendiente Sen para determinartendencias en las series anuales y estacionales (Wang,
2024).



Este trabajo arrojé una reduccion de las sequias entre primavera e invierno en la region
R1, identificé un aumento de sequia en el otofio en las regiones R2 y R3. Y por ultimo
identificd, a escala anual que en las regiones R2 y R3 son mas propensas a la sequia,
ya que, en estas regiones las sequias se intensificaron y fueron severas, mientras que
en R1 la sequia se mitigd (Wang, 2024).

Este estudio también identificé que al noreste de China la sequia tiene intervalos de 2
a 6 anos en las 3 regiones, aunque en las regiones R2 y R3 la sequia se da con mayor
intensidad (Wang, 2024).

Analisis Espacio-Temporal De La Sequia En Espana Peninsular. Influencia De Los
Principales Patrones De Tele conexion. Es un estudio realizado en el ano 2018, realizé
un analisis espacio temporal sobre la sequia en Espafia en una regién peninsulary su
influencia de los principales patrones de telecomunicaciéon. Para esto analiza
informacién dada de forma semanas que comprende desde 1962 hasta 2014 para el
indice SPEl y datos con resolucién temporal mensual en el mismo periodo para los
patrones de telecomunicacion. realizando el analisis a partir de una descripcion
espacial y temporal. La zona de estudio comprende a Espafa Peninsular y con este
estudio también se busco el desarrollo de nuevas metodologias en la prediccidn
estacional de sequia (Salvador, 2018).

La informacién se obtuvo a través del indice SPEI con una configuraciéon de 3 meses. Y
patrones de telecomunicacion donde se analizaron la oscilacion del atlantico norte,
este mediterrdneo este entre otros. Con el método de agrupamiento K means se dividio
la regidon en grupos para identificar las zonas con evolucién temporal del indice SPEI
homogénea (Salvador, 2018).

Para analizar toda esta informacion se utilizaron técnicas de analisis estadistico, tales
como el valor promedio del SPEI en cada cluster y se comparé con los patrones de
telecomunicacion, Se obtuvieron distribuciones espacialesy se calculd la correlacion
entre el indice SPEI y los patrones de telecomunicacion. Se generaron contrastes de
hipotesis y transformadas de Wavelets para validar la viabilidad del estudio (Salvador,
2018).

Este estudio logré concluir que la oscilacién del atlantico norte y el patrén de
oscilacion del artico son aquellos con mayor viabilidad hidrolégica. La oscilacién del
mediterraneo oeste es aquella con mayor importancia en la sequia del sureste de
Espana. Segun los datos, se encontrd una correlacién entre el SPEIl y los patrones de



telecomunicacion donde la oscilacién del mediterraneo oeste y la oscilacion del
atlantico norte se relacionan entre enero y mayor mayormente (Salvador, 2018).

La oscilacion del atlantico norte produce correlaciones negativas en todo el territorio
peninsular siendo mas importantes en la vertiente atlantica. Una fase positiva produce
un SPEI negativo debido a que bloquea la precipitacion muestras que, de forma
inversa, se producen precipitaciones intensas en la vertiente atlantica (Salvador,
2018).

Por otro lado, la oscilacién del mediterraneo oeste presenta correlaciones bipolares
dando resultados negativos en la vertiente mediterranea y positivos en el area
cantabrica (Salvador, 2018).

Analisis De La Sequia Meteorolégica En Cuatro Localidades Agricolas De Venezuela
Mediante La Combinacién De Métodos Multivariados. Es un trabajo realizado en el afno
2018, analizé la ocurrencia de la sequia climatoldgica por medio de series temporales
delindice SPI para cuatro localidades venezolanas. Este estudio también buscé servir
de base para una correcta planificacion del espacio y fortalecimiento de las
estrategias para la seguridad alimentaria de dichas localidades. Para esto se
obtuvieron registros de entre 1980 a 2014. Las localidades estudiadas fueron: EL Tigre
(Anzoategui), Banco de San Pedro (Guarico), Tapipa-Padrén (Miranda) y El Guayabo
(Zulia) (Olivares, 2018).

Las técnicas utilizadas en este trabajo fueron el indice SPI para cuantificar las
condiciones de déficit o exceso de precipitacion. Métodos multivariados (analisis de
coordenadas principales y analisis de cluster) para reducir los patrones de sequia a
unos pocos. Se determind el nimero de grupos optimo utilizando el indice de
Silhouette. Por ultimo, se categorizaron los afios dependiendo el nivel de humedad
obtenido (Olivares, 2018).

Tras el andlisis se determind que, para las zonas de ELTigre y Banco de San Pedro hubo
3 grupos de anos humedos, normales y con déficit hidrico. Mientras que para Tapipa-
Padrény el Guayabo solo hubo dos grupos, hiumedos y secos (Olivares, 2018).

Se determind que la comunidad de El Tigre que, aunque normalmente se mantuvo en
una media, tuvo consecuencias importantes para los cultivos frutales el déficit hidrico.
San Pedro fue el grupo mas seco donde la precipitacion disminuy6 significativamente.
En Tapipa-Padrén hubo una mayor humedad y tuvo mayor cantidad de lluvia, aunque,
la sequia también afecto a cultivos como el cacao. Por ultimo, El Guayabo también fue
una localidad con predominancia por la humedad en los afios de estudio, aunque las



épocas de sequia causaron estragos en cultivos como la palma aceitera, platanos,
cacaoy pastos (Olivares, 2018).

Clasificacion, Tipificacion Y Agrupamiento De La Sequia

Unsupervised Clustering of Forest Response to Drought Stress in Zululand Region,
South Africa. Es un estudio realizado en el afno 2019 buscé evaluar la utilidad de
enfoques de mapeo no supervisado para agrupar comportamientos de arboles de
eucalipto con caracteristicas de sequia similares, todo esto basandose en el indice
normalizado de diferencia de agua (NDWI). Y de esta forma demostrar que
herramientas cotidianas como lo son Google Earth Engine puede ser muy valiosas a la
hora del monitoreo de sequia a nivel de paisaje. Laregion de estudio de este trabajo es
la regidn de Zululand en Sudafrica, se estudié una regidon de plantaciéon forestal de
cercade 20,000 hectareas en Kwabonambi, esta plantacién forestal se caracteriza por
mantener mayormente variaciones de la planta de eucalipto (Xulu, 2019).

Como ya se menciond, la forma de obtencién de los datos fue mediante el indice
(NDWI), este indice fue implementado con el propdsito de estudiar el contenido
relativo de agua de laregion. También se utilizé la herramienta Google Earth Engine, de
esta herramienta se obtuvieron imagenes Landsat de forma gratuita.

Los algoritmos implementados para este trabajo fueron la matriz de proximidad de
random forest para poder medir distancias no lineales entre pixeles de las imagenes
obtenidas. Medidas de distancia lineal como la euclidiana o la Manhatan (Xulu, 2019).

Los métodos de clustering fueron el algoritmo jerarquico utilizando Ward como
método de enlace y K Means utilizado para separar comportamientos en clusters
afectados y no afectados en la sequia. Adicionalmente se utilizaron métricas de
evaluacion de precision como la precision general, la precision del productor y la
precision del usuario para reafirmar los resultados (Xulu, 2019).

Este estudio concluyd que la matriz de proximidad de random forest produjo mejores
resultados para el estudio, obteniendo la mejor calificacidon sobre todas las métricas,
dando un total de 87.7% de precisiéon. Seguido de esto la mejor métrica fue de la
distancia Manhattan y euclidiana (Xulu, 2019).

Dentro de las conclusiones referentes a los grupos, se encontré que existieron dos
grupos principales que difieren de sus resultados a la sequia, el primer grupo con
comportamientos afectados por la sequiay un indice NDWI bajoy el segundo grupo no
afectado por la sequia (Xulu, 2019).



Observd que, durante el paso de los afos, el contenido de agua de hojas en todos los
arboles se redujo, coincidiendo con el fenémeno “EL Nifo”.

Estos resultados confirmaron que el uso de la herramienta Random Forest y la
capacidad de los enfoques de mapeo son esenciales para el monitoreo automatico
del estrés por sequia en plantaciones forestales ademas de destacar el uso de la
herramienta Google Earth Engine como medio de obtencién de imagenes satelitales
para el monitoreo de sequia a gran escala (Xulu, 2019).

Drought Vulnerability Assessment and Cluster Analysis of Island Areas Taking Korean
Island Areas at Eup (Town) And Myeon (Subcounty) Levels as Study Targets

Es un estudio realizado en el ano 2021, este trabajo busca realizar una evaluacién de
vulnerabilidad de sequia y generar grupos sobre las zonas denominadas como EUP
(ciudad pequeha) y myeon (sub condado), este estudio se realizd para 90 zonas
insulares de Corea (Shim, 2021).

Las herramientas utilizadas en este estudio fueron el andlisis factorial para poder
producir la dimensionalidad de los datosy asi poder seleccionar los 22 indicadores de
vulnerabilidad, estos incluyen exposicién climatica, sensibilizacion y capacidad
adaptativa. Método de re escalado, estandariza los indicadores entre 0y 1. Calculo de
indice de vulnerabilidad de la sequia, mediante una féormula que incluye factores
obtenidos en el analisis factorial. Para la formacion de las agrupaciones se utilizé el
algoritmo k means para clasificar las 90 areas insulares en grupos por medio de la
vulnerabilidad. Utiliza el método de la curva del codo para definir el nUmero éptimo de
clusters. Por ultimo, utiliz6 ANOVA y HSD para verificar la diferencia y significancia
estadistica entre los clusters (Shim, 2021).

Los resultados obtenidos durante la investigacién revelaron que los indicadores con
mayor impacto en la evaluacién de la sequia segun el método de entropia fueron la
precipitacion invernal, los dias sin lluvia, tasa de poblacién agricola, area de cultivo,
suministro de agua y capacidad subterranea. Estos factores se relacionaron con la
agricultura obteniendo un alto peso en la sostenibilidad (Shim, 2021).

La evaluacion revelé que las zonas mas vulnerables fueron: Seodo-myeon (Ganghwa-
gun), Seolcheon-myeon (Namhae-gun) y Samsan-myeon (Ganghwa-gun). Siendo
Ganghwa-gun lazona mayor vulnerabilidad a la sequiaen relacion a las areas insulares
cercanas (Shim, 2021).



Las agrupaciones realizadas revelaron que de las 90 zonas insulares la mejor
combinacion resultd en 3 clusters. El primero es vulnerable a la exposicion climatica
con buena sensibilidad y capacidad adaptativa, el segundo es vulnerable a la
sensibilidad, tiene un alto impacto a la poblacidn y agricultura/pesca y el ultimo es
vulnerable a la capacidad adaptativa con buena exposicion climatica y sostenibilidad
(Shim, 2021).

Diagnostic Classification of Flash Drought Events Reveals Distinct Classes of Forcings
and Impacts. Este trabajo se realizé en el ano 2022 buscando examinar si el término
en inglés conocido como “Flash drought” comprende multiples clases distintas de
eventos, lo cual implicaria la necesidad de mas de un estudio para su comprensiény
prondstico. Para ser mas especifico, busco clasificar estas sequias repentinas
basandose en las condiciones precursoras meteorolégicas y de la superficie. Esta
investigacion se realizé basados en el pais de Estados Unidos de América abordado en
este trabajo como Contiguous United States (CONUS). Con datos que comprenden los
periodos de 1979 a 2018 para las estaciones de primavera a otofio (Osman, 2022).

Dentro de la realizacion de esta investigacion se utilizé el indice Soil Moisture Volatility
Index (SMVI) para definir la sequia repentina como el promedio de humedad en el suelo
cae en un radio de 5 dias y se mantiene por debajo de la media de 20 dias atras
manteniéndose por aproximadamente 20 dias mas por debajo de este. Se utilizo la
severidad para cuantificar una escala de 0 a 5 basada en el déficit integrado
estandarizado de RZSM por debajo del percentil 20 durante el evento (Osman, 2022).

Para la clasificacién de los grupos se utilizaron técnicas de clustering no supervisadas
de severidad mayor a 2. Dentro de este grupo de técnicas se utilizé el algoritmo K
Means para realizar las agrupaciones. Para determinar el nimero éptimo de grupos,
se utilizé el método del codo, determinando asi un numero éptimo de 3 clusters. Las
variables para la calificacion utilizadas fueron las anomalias estandarizadas de la
particion de inicio, las cuales comprenden nueve variables: temperatura (TMP),
precipitacion (PRCP), humedad del suelo en la zona radicular (RZSM),
evapotranspiracion real (EVP), evapotranspiraciéon potencial (PEVP), presién
superficial (SPRES), cobertura total de nubes (TCC), velocidad del viento (WS) y déficit
de presion de vapor (VPD) (Osman, 2022).

Los resultados obtenidos refieren que los 3 grupos obtenidos comparten
caracteristicas entre si. El primer grupo son las sequias sigilosas, estas se caracterizan
por carecer de lluvias en un area evaporativa lo que las hace dificiles de identificar
siendo el tipo mas comun en las altas llanuras occidentales y las mas extendidas a lo



largo del ano. El segundo grupo son las secas y demandantes, estas se caracterizan
por tener mucha demanda evaporativa antecedente, baja humedad del suelo y baja
evapotranspiracion real, lo que muestra una mayor severidad promedio y son
dominante en el sur de las grandes llanuras y Texas. Por ultimo, es grupo 3, tiene
anomalias positivas en la evapotranspiracién real y alta demanda evaporativa, con
anomalias de precipitacion y humedad del suelo modesta, este tipo es muy comun en
el Alto medio oeste (Osman, 2022).

Se concluyd que las sequias repentinas son un compuesto de distintas sequias de
rapida intensificacion y los analisis y prondsticos se beneficiaran de enfoques que
reconozcan la existencia de multiples factores fenomenoldgicos (Osman, 2022).

Drought And Vulnerability in Mexico's Forest Ecosystems. Investigacion realizada en
2023, busca caracterizar la sequia en los ultimos veinte afos y evaluar la
vulnerabilidad de los ecosistemas forestales en México conrespecto a este fendmeno.
Se realiza en areas con grandes concentraciones de arboles en México como pueden
ser bosques templados, tropicales o zonas semiaridas a niveles municipales (Agustin-
Canales, 2023).

Para la obtencién de los datos, esta investigacion hizo uso del SPElI a 12 meses, el
calculo del indice de Vulnerabilidad (VI), el indice de vulnerabilidad de sequia (DVI)
(Agustin-Canales, 2023).

Como técnicas de Mineria de datos se utilizo el método K Means para generar cuatro
grupos de sequia. El analisis de Moran Local bivariado que ayuda a evaluar la
correlacién espacialy la correlacion entre la sequia y vulnerabilidad entre espacios de
estudio vecinos. Y la Interpolacién para mapear la presencia de sequia anualmente
utilizando datos de 415 estaciones meteorolégicas (Agustin-Canales, 2023).

Esta investigacion arrojé que, dentro de las regiones estudiadas, se sufre sequia afo
con afo por lo que es altamente vulnerable a este fendmeno. De los 21 afios de
estudio, la sequia abarcé mas del 50% de la superficie nacional. Durante el ano 2011
llegd a cubrir casi el 77% de la superficie del territorio nacional, siendo este, elaho mas
grave. Las categorias mas severas de sequia encontradas se localizaron en el norte,
oeste y en la meseta central de México (Agustin-Canales, 2023).

De los municipios estudiados, cerca de un 20% se encuentra en una muy alta
vulnerabilidad debido a la sequia. Mientras que, en las zonas forestales, la sequia ha
afectado cerca del 90% de los bosques del pais. En el 49% de las zonas forestales se
experimentd sequia extremay severa. Se identificé que la correlacion alta entre sequia



y vulnerabilidad se dio en los estados de Durango, por lo que se identificé como
atencion urgente (Agustin-Canales, 2023).

Después de un analisis exhaustivo de estas investigaciones se obtuvo informacion
importante para la investigaciéon. La mayoria de estudios determiné un aumento en la
sequia al pasar de los anos, este aumento contrajo muchas afectaciones a la actividad
humana como al medio ambiente, entre estas afectaciones se encontraron
afectaciones en diversos cultivos alrededor del mundo, disminucién en el volumen de
agua de diversos ecosistemas, una menor cantidad de precipitaciones en zonas
especificas, patrones de sequia anormales y prolongados etc.

Dentro de todas estas respuestas se puede rescatar aspectos técnicos para nuestra
investigacion, estos son:

La mayoria de investigaciones donde se busca agrupar los tipos de sequia se utiliza el
algoritmo K means, seguido de las redes neuronales.

La mayoria de estas investigaciones requieren de una fuente confiable de datos como
lo son las imagenes multiespectrales o los indices como el NNDI, SPEI, SPI. Estas
fuentes de informacion han demostrado ser muy efectivas para poder analizar
patronesy generar agrupaciones para la sequia.

Dentro de todos estos trabajos se pueden localizar areas de oportunidad, ya que,
muchas directamente realizan la ejecucion de algoritmos sobre los indices, y aunque,
algunas si evaluan la precision de las respuestas obtenidas, estas suelen ser sobre
pocas herramientas, lo cual no permite obtener un panorama completo sobre algunas
herramientas que potencialmente podrian tener mejores resultados sobre las ya
establecidas.

Una vez enmarcado este aspecto clave, en este trabajo se desea analizar la
versatilidad de los datos mientras son sometidos a distintos algoritmos de aprendizaje
no supervisado. Estas pruebas permitiran saber como es que los datos de las
imagenes multiespectrales se pueden comportar con diferentes algoritmosy al mismo
tiempo evaluar la calidad de los resultados obtenidos. Siendo un pilarimportante para
futuros trabajos e investigaciones sobre el mismo tema, ya sea, reafirmando el
dominio o recesion de los algoritmos mayormente utilizados en este tipo de
investigaciones.



Pronostico y modelado predictivo de la sequia

Prondstico De Sequias Usando Redes Neuronales Artificiales En La Cuenca Del Rio
Sonora, México. Este trabajo fue publicado en el afio 2021, el objetivo de dicho trabajo
es el de aplicar redes neuronales artificiales (RNA) para pronosticar las sequias
meteoroldgicas en la parte mediay alta de la cuenca del rio Sonora, este trabajo utiliza
datos de los indices SPIl y SPEIl a escalas 3, 6, 12 y 24 meses entre 1974y 2013. Este
estudio se centrd en la cuenca del rio Sonora, utilizando 19 estaciones climatolégicas
agrupadas en 4 regiones, R1, R2, R3y R4 (Hernandez-Vasquez, 2022).

Para este estudio se utilizaran los datos de indices como el SPI y SPEI, con distintas
escalas para garantizar datos homogéneos. Para la identificacidon de la informacidn
oculta en los datos, este estudio utilizé analisis de componentes principales (PCA)
pararegionalizar la zona de estudio en regiones similares de precipitacién. KMedoides
para analizar los clusters y agrupar las estaciones. El uso de redes neuronales para
pronosticar indices de sequia realistas de formas complejas y veraces. Algoritmo de
Aprendizaje Resilient Propagation (RPROP+ y RPROP-) Utilizado para ajustar pesos
sindpticos y de esa forma evitar convergencia. Validacion cruzada para controlar la
formacion de grupos e identificacion de datos mal agrupados o sobreajuste en los
datos y asi ajustar la capacidad de generalizacidon (Hernandez-Vasquez, 2022).

Este estudio concluyé que, hubo muchas tendencias al aumento de la intensidad de
la sequia y las frecuencias de esta. Los eventos clave en aumento de la sequia
ocurrieron en los afos (1997, 1999, 2000 y de 2011 a 2013). EL SPEI definié mejor los
periodos, tendencia y aumento de la sequia que el SPI, demostrando que incluir la
evapotranspiracion es fundamental para la identificacion de la sequia. La regién R2
(Valles Inter montanos) resulté ser aquella con mayor ocurrencia en la sequiay la mas
vulnerable (Hernandez-Vasquez, 2022).
El modelo de RNA resulté bastante efectivo puesto que sus resultados fueron
satisfactorios. obtuvo un promedio de 0.76 en los resultados finales de validacion,
superando a los indices SPElI y SPI. Su eficiencia aumentd conforme la escala
aumentaba, siendo los resultados de 24 meses mejor que 3 meses. Los resultados se
asemejan al monitor de sequia en México (MSM) para enero marzo 2014 (Hernandez-
Vasquez, 2022).



CAPITULO 6 AREA DE APLICACION

De la misma forma se abordaran temas frente al cumplo de aplicacion de estos, como
lo son el programa de visualizacion y analisis de imagenes multiespectrales, Landsat.
Se analizara que es la sequia, los distintos niveles de sequia que maneja y organismos
reguladores encargados del monitoreo de este fendmeno en México.

6.1 Sequia

El panel gubernamental sobre el cambio climatico ha definido a la sequia como un
periodo en el cual las condiciones de sequia se prolongan por tiempos considerados
anormales hasta lograr un desequilibrio hidroldgico grave en una zona geografica. Para
que un periodo sea considerado como anormal, es necesario conocer la zona
geografica a estudiar, Por ejemplo, mientras que en zonas lluviosas 5 dias sin lluvias
ya pueden ser un periodo anormal, en zonas aridas meses de sequia podrian no
considerarse anormales. La sequia ya ha mostrado impactos a lo largo de los afos en
distintos &mbitos como son: La agricultura, el turismo, el estrés de la vegetaciéony la
degradacion del suelo (Agenda Hidalguense, 2025).

Para poder medir si existe o no sequia en una determinada zona, es necesario de
valerse de herramientas como lo son los indices de sequia, estos pueden tener dos
clasificaciones (Salas-Martinez, 2023).

La primera comprende aquellos que usan informacion meteoroldgica basada “in situ”;
esta comprende desde el indice de precipitacion y evapotranspiracion estandarizado
(SPEI), hasta, el porcentaje de precipitacién normal (PNP), entre otros. Aunque este
tipo de indices requiere de estaciones meteoroldgicas que obtengan datos completos
y actualizados en tiempo real, por lo que en paises como México esto puede limitar la
obtencion de los datos debido a la escasez de estas (Agenda Hidalguense, 2025).

Y utilizar la teledeteccioén para recopilar datos de la zona, se tienen indices como el
indice de vegetacion de diferencia normalizada (NDVI), el indice de salud de la
vegetacion (VHI), el indice de condicién de la vegetacion (VCI), etc. Estos se valen de
otras herramientas como imagenes multiespectrales para obtener datos
meteoroldgicos sobre la sequia, elinconveniente de estos es que las imagenes suelen
estar disponibles cada 15 dias.

Estas diferencias entre las clasificaciones e indices han permitido que surja un nuevo
indice en unién con los anteriores, el NDDI (indice de Sequia por Diferencia) el cual
mejora aspectos como lo son el comportamiento, distribucioén, e intensidad de la



sequia, lo que lo ha favorecido para consolidarse como una herramienta necesaria
para la mediciéon de sequia a lo largo del mundo (CONAGUA, s.f.).

6.2 Servicio Meteorolégico Nacional

El Servicio Meteoroldgico Nacional (SMN) es una dependencia gubernamental con el
objetivo de proporcionar datos meteoroldgicos y de climatologia, para realizar esta
tarea el SMN se vale de herramientas como: estaciones automaticas, observatorios
sinépticos, radares, estaciones de radio monitoreo y receptoras de imagenes de
satélite, entre otras. Esta organizacion gubernamental desde 2014 proporciona datos
meteoroldgicos basados en la metodologia usada por USDM (U.S. Drought Monitor) y
NADM (North American Drought Monitor) (CONAGUA, s.f.).

El Monitor de Sequia en México (MSM) se basa en la obtencién de datos
meteoroldgicos desde distintos indices o indicadores, los cuales con:

® indice Estandarizado de Precipitacion (SPI). Mide de forma numérica el exceso
o déficit o exceso de lluvias y la anomalia de precipitacién en porciento de lo
normal. Ambos medidos en dias, normalmente en (30,90,180,365).

® indice Satelital de Salud de la Vegetacion (VHI). Mide el grado de estrés de la
flora a través de la radiacion de esta.

@® Modelo de Humedad del suelo Leaky Bucket CPC-NOAA. Estima la humedad
de los suelos con la ayuda de un modelo hidrolégico de una capa especifica.

® indice Normalizado de Diferencia de la Vegetacion (NDVI). Esta métrica se basa
en evaluar eltonoy color de la vegetacion

@® Anomalia de la temperatura media. Se busca identificar la diferencia entre la
temperatura observada y la temperatura de entre 10y 30 afos.

@® Porcentaje de la Disponibilidad de Agua en las presas del pais. Tomando
mediciones sobre la cantidad de agua en los cuerpos de una zona geografica.

@® Laaportacion de expertos locales. La opinién de expertos sobre el tema aporta
valor importante sobre la percepcion del tema.

A través de todos estos indices se puede administrar la informacién por medio de
capas, através de un sistema de informacion geografica (SIG) y mediante la opcidon de
expertos en el tema se toman decisiones asignando un valor categdrico a cada region,
basados en la informacién obtenida, los valores probables son: anormalmente seco
(DO0), sequia moderada (D1), sequia severa (D2), sequia extrema (D3) hasta sequia
excepcional (D4). Una vez identificados los valores, se trazan formas y se publican los
resultados cada 15 dias y cada mes se publican en el mapa regional o continental
NADM (CONAGUA, s.f.).



6.3 Sequia En El Estado de Hidalgo

El Estado de Hidalgo esta ubicado en la region central de los Estados Unidos
Mexicanos. Esta regidon se caracteriza por su diversidad de biomas y regiones geo
cultural que van desde regiones ricas en arboles, hasta zonas aridas como mesetas
sierras, razén por la cual es un blanco ante el fendmeno de la sequia, no solo para las
regiones que ya cuentan con una reduccién en humedad y precipitaciones, si no,
también zonas donde a través de los afios, el volumen de agua en su vegetacion haido
disminuyendo, afectando a una gran parte de estos ecosistemas, y por supuesto, a la
actividad humana (Martinez, 2024).

Para comprender la crisis hidrica que sufre este estado hay que comprender su
distribucion de recursos hidricos de los cuales se abastecen tanto los ecosistemas
como la poblacién. Los mayores cuerpos de agua renovable del estado se encuentran
en la parte norte del estado, zonas donde el indice de pobreza socioecondmica es
significativamente mayor. Siendo que el acceso a esta fuente de agua por parte de la
poblacién se ve muchas veces limitada por intereses externos a ellos y por la pobre
infraestructura para una correcta administracion de este recurso. Esta deficiencia lo
vuelve altamente vulnerable a la sequia, puesto que una gestion deficiente delrecurso
requiere de una cantidad mayor de lluvia para compensarlo (Salas-Martinez, 2021).

El monitor de sequia en México (MSM), herramienta de la comision nacional del agua
(CONAGUA). Ha determinado al Estado de Hidalgo con una dinamica de “Aridez
Volatil”, la cual se caracteriza por oscilaciones extremas de sequia generalizada y de
una severidad mayor. Esta volatilidad sugiere una pérdida de resiliencia hidrolégica en
los sistemas del estado, los cuales dependen fuertemente de las precipitaciones para
la distribucion del agua en el Estado. Durante el periodo 2022-2023 el estado reporto
cerca de 23 municipios en estado de sequia severa. Especialmente en la regidn
conocida como Valle del Mezquital afectando cerca de 28,000 agricultores de la
region. Siendo que el afio 2024 cuando el MSM reportd que los 84 municipios tenian un
grado importante de sequia. Lo cual enmarca al fendmeno como un problema a nivel
del estado y no como casos aislados dentro de su territorio. Para mediados de este
ano se reportd una sequia de tipo D4 (Sequia excepcional) en cerca del 60% de la
superficie estatal siendo este el nivel de sequia mas grande durante la ultima década
(ELSol de Hidalgo, 2025).

Para septiembre del 2025 el MSM registré que Hidalgo habia alcanzado un nivelde cero
sequias derivadas de intensas lluvias durante verano y otro del mismo ano. Esto es un
nivel de alerta por los cambios abruptos en las condiciones climaticas derivando en



una baja capacidad de amortizacién para el ecosistema. Los cuerpos de agua
superficiales y subterraneos no logran retener agua a largo plazo no que Unicamente
da una recuperacion temporal y superficial al problema, teniendo un presente
desequilibrio hidrico (El Sol de Hidalgo, 2025).

Teniendo este contexto sobre la vulnerabilidad del estado de Hidalgo ante un
inminente desequilibrio ecoldgico e hidrico. Es fundamental generar herramientas
para el estudio, mediciény prevencion de la sequia. La falta de estudios sobre el tema
crea un area de oportunidad para poder crear nuevas tecnologias capaces de generar
conocimiento sobre este fendmeno (Gobierno del Estado de Hidalgo, 2013).

6.4 Imagenes Multiespectrales

La imagenologia multiespectral (MSI) representa una de las tecnologias de
teledeteccidon mas importantes y mas utilizadas para el estudio de toda la superficie
terrestre. Su utilidad radica en la capacidad de capturar informacién mas alla de los
limites de la percepcion humana, esto se logra a través de un sensor multiespectral
disenado para aislar y medir la energia electromecdanica en varios segmentos
espectrales especificos y no contiguos. (Esri Support, n.d.)

Estos segmentos son conocidos como “Bandas espectrales” los cuales se encargan
de captar informacion que es imperceptible para el ojo humano, abarcando regiones
como el infrarrojo cercano, de onda corta y el térmico. A pesar de ser practicamente
invisibles para el ser humano, estos cuentan con una basta informacién para multiples
propoésitos (U.S. Geological Survey, n.d.).

Su principio de basa en que conjuntos de satélites captan aquella cantidad de
informacién que no es absorbida por los materiales, por ejemplo, las plantas
normalmente obtienen su color de la clorofila, es un concepto que en el espectro
visible absorbe el rojo y el azul, por ende, regresa el verde y es lo que observan los
satélites, aquellas bandas que son rechazadas por los diversos elementos en el
planeta. Esto da como resultado unaimagen multicapa donde cada capaes unabanda
espectral especifica. El conjunto de estas bandas puede decir el tipo de cobertura del
suelo, la cantidad de humedad de este, la calidad del agua etc. (U.S. Geological
Survey, n.d.).

Sus aplicaciones son muy variadas, estas pueden ir desde la gestion agricola con el
monitoreo de la salud de los cultivos, hasta la gestion de los cuerpos de agua midiendo
la cantidad de informacion que reciben las bandas encargadas de gestionar
parametros relacionados al agua, sus aplicaciones permiten no solo monitorear si no,



de la misma forma generar analisis sobre periodos donde los fendmenos puedan o no
ocurrir sobre un territorio o regidon, por ejemplo, tomando muestras de imagenes
multiespectrales sobre el volumen de agua de las nubes, es posible hacer
proximidades sobre desastres meteoroldgicos como huracanes o posibles frentes
frios (U.S. Geological Survey, n.d.).

6.4.1 Bandas Del Sensor OLI

El sensor Operational Land Imager (OLI) es el instrumento principal a bordo de
satélites encargados de la observacion de la tierra, como lo son el Landsat 8y 9, su
funcién es obteneriméagenes de alta resolucion de la superficie terrestre en diferentes
partes del espectro electromagnético permitiendo un anélisis detallado de la
vegetacion, agua, suelo y areas urbanas (U.S. Geological Survey, n.d.).

Para las bandas multiespectrales tiene una precision de un pixel representando cerca
de 30 metros y las panoramicas una relacidon de 15 metros por pixel, aunque es en
blanco y negro para mejorar la nitidez. Los datos obtenidos estan en una taza de 12
bits lo que permite obtener muchos niveles de intensidad de la luz (U.S. Geological
Survey, n.d.).

Las bandas espectrales capturadas por esta herramienta son 11y cada una se define
por sunombre, el rango multiespectral y un propdsito:

@® Banda 1: Aerosol Costero (0.43 - 0.45 pym). Esta banda captura la luz del
espectro violeta profundo y es sensible a la dispersion de la luz por particulas
finas. Este es capaz de captar contaminantes como humo o polvoy de observar
aguas costeras poco profundas.

@® Banda 2: Azul (0.45 - 0.51 um). Este mide la luz azul visible y también es
susceptible a la dispersion atmosférica. Se utiliza principalmente para
identificar tipos de suelo y vegetacion.

@® Banda 3: Verde (0.53 - 0.59 pm). Captura la luz verde visible. Este es
particularmente util para monitorear la salud de los cultivos y zonas forestales
protegidas.

@® Banda 4: Rojo (0.64 - 0.67 um). Identifica la luz roja visible. Su propdsito es
ayudar a diferenciar la vegetacion de otro tipo de cobertura de suelo. También
es util en la cartografia identificando obras creadas por el hombre como
carreteras o edificios.

@® Banda 5: Infrarrojo Cercano o NIR (0.85 - 0.88 um). Captura la energia en el
infrarrojo cercano. Este es utilizado para realizar estudios de vegetacién y



biomasa. Al ser reflejado con mucha fuerza por las plantas también permite
observar el volumen de los cuerpos de agua.

@® Banda 6: Infrarrojo de Onda Corta 1 o SWIR 1 (1.57 - 1.65 pm). Mide la primera
parte del infrarrojo de onda corta. Este es util para conocer la humedad de la
vegetacion como de las nubes y es capaz de identificar areas vulnerables por la
sequia.

@® Banda 7: Infrarrojo de Onda Corta 2 0o SWIR 2 (2.11 - 2.29 um). Este obtiene la
segunda parte delinfrarrojo de onda corta. Identifica las zonas con alteraciones
hidro ambientales que pueden indicar la presencia de minerales o mapear las
areas afectadas por incendios.

@® Banda 8: Pancromatica (0.50 - 0.68 um). Esta banda de blanco y negro tiene una
precision de 15 metros por pulgadas de nitidez. Es utilizado para crear mapas
de alta definicidn y observar la distribucién urbana.

@® Banda 9: Cirrus (1.36 - 1.38 um). Esta banda unicamente detecta un tipo de
nube altay delgada llamada “Cirro”.

@® Banda 10: Infrarrojo Térmico 1 (10.60 - 11.19 uym). Mide la radiacién térmica por
la superficie de la tierra. Este permite calcular la temperatura del suelo y agua
identificando posibles zonas de calor.

® Banda 11: Infrarrojo Térmico 2 (11.50 - 12.51 um). Mide la radiacién térmica en
unrango diferente al anterior. Mejora la precision de la banda anterior, teniendo
una mejora de precisién de las mediciones de temperatura. Al igual que el
anterior, mide la temperatura terrestre.

6.5 Programa Landsat

El programa Landsat es una colaboracién entre la USGS y la NASA. Mientras que la
nasa se encarga de la parte de la logistica, fisica, disefio, construccién y demas temas
técnicos sobre los satélites. La USGS se encarga de la operacion de estos mismos una
vez ya estén en 6rbita, esto incluye la recopilacién, procesamiento y distribucién de la
informacién obtenida de los multiples sensores y sistemas a nivel mundial (NASA
Scientific Visualization Studio, n.d.).

Landsat tuvo su primer lanzamiento en 1972 y desde entonces ha sido icono en la
imagenologia multiespectral, proporcionando un registro riguroso y basto sobre los
cambios en la superficie terrestre de nuestro planeta. La importancia de este
programa radica en la creacion de registro de datos sélido, confiable, coherente y
equilibrado que ya cuenta con mas de 50 afios de registros constantes. Este registro
constituye el mayor repositorio sobre la superficie terrestre jamas creado. ELhecho de
presentar un registro continuo e ininterrumpido, permite a los investigadores poder



percatarse de causas y consecuencias de multiples fendmenos fisicos, permitiendo a
los mismos poder estudiar y prevenir o prever muchos desastres (NASA Scientific
Visualization Studio, n.d.).

Aunque, la importancia de sus continuos y extensos registros son invaluables, la
fidelidad de estos es un factor decisivo, puesto que, la consistencia y calibracion de
los instrumentos de medicién es uno de los desafios mas grandes a los que se ha
tenido que enfrentar este proyecto. Es por esto que este programa hace un importante
énfasis en la calibracion radiométrica y geométrica de sus instrumentos (U.S.
Geological Survey, n.d.).

Como ya se menciond Landsat es un instrumento con historia, es por ellos que ha
habido distintas versiones de los satélites que han orbitado la tierra desde su inicio, el
dia de hoy, existen 9 versiones de programa Landsat cuyo Unico objetivo ha sido
mejorar la informacién obtenida por los satélites, van mejoras desde aumentar la
calidad de los instrumentos, agregar sensores nuevos y reemplazos por fallas
catastroéficas con el anterior (U.S. Geological Survey, n.d.).



CAPITULO 7 EXPERIMENTACION Y RESULTADOS

Desarrollando paso a paso la metodologia Knowledge Discovery in Databases (KDD)
con la finalidad de descubrir informacién acerca del estudio. Esta metodologia
ampliamente utilizada para el descubrimiento de informacidn ayudara a poder guiar el
proceso desde la obtencién de la informacién hasta el manejo de resultados. La
finalidad de esta metodologia sera evaluar el desempeno tedrico y practico de los
algoritmos de agrupamiento no supervisado para clasificar informacién de imagenes
multiespectrales correspondientes a la region del estado de Hidalgo para la
identificacion de zonas de sequiay sus tipos.

En este sentido, se requiere aplicar una serie de pasos para guiar el conocimiento, los
cuales seran detallados a continuacion.

7.1 Seleccion y adquisicion de datos

En esta fase se busca recopilar datos a partir de los cuales el conocimiento sera
moldeado, esta informacién debe ser recolectada de fuentes altamente confiables,
consistentes, densasycon la menor cantidad de ruido y huecos posible. La calidad de
la informacidén es fundamental para resultados fidedignos y reales.

7.1.1 Delimitaciéon Y Caracterizacion Del Area De Estudio

Antes de poder recopilar los datos se deben establecer limites sobre el estudio que se
realizara. Se pueden marcar limites temporales, espaciales y en los mismos datos.
Entre mas delimitada sea la informacion, esta sera mas densa al igual que mas
precisa. Lo primero antes de recolectar datos, debe ser definir el universo mismo de
los datos estableciendo asi sus bases de la investigacion.

7.1.1.1  Delimitacion Del Espacio Fisico Y Temporal

En el espacio fisico se hara una obtencion de imagenes multiespectrales para el
territorio comprendido por el estado de Hidalgo, esto es debido a el conocimiento de
laregidony a el alto nivel de sequia vivido durante los ultimos anos. Este estado es ideal
para guiar esta investigacion debido a que no existen hechos de este tipo. Aunque hay
muchos trabajos sobre el estudio de la sequia, no ha habido alguno que proponga
clasificar la sequia mediante imagenes multiespectrales en el estado de Hidalgo. Esta
brecha permite realizar una investigacién novedosay de alto impacto para esta region



vulnerable ante este fendmeno. Generando conocimiento que pueda generar nuevas
investigaciones y formas de mitigar este fendémeno.

En el espacio temporal se seleccionara fechas durante las cuales, la region estudiada
sufrié una de sus mayores crisis hidricas en la Ultima década, esto de acuerdo a MSM,
son las fechas de:

@® 20 De febrero del 2024
@® 05delJuliodel2024
@® 29delJuliodel 2024
® 15De octubre del 2024

Al tener 4 puntos de referencia permite a la investigacidon tener un marco referencial
amplio y capaz de detectar distintos tipos de patrones de sequia. La idea de utilizar
fechas con un alto nivel de sequia es que al evaluar el desempefio de los distintos
métodos de clustering, existen mas datos agrupables para manejary de los cuales los
algoritmos pueden encontrar informacion util y no solo generar ruido con estos
mismos.

7.1.1.2 Criterios Para La Seleccion De Datos Satelitales Landsat 8

En eluso de las bandas de las imagenes multiespectrales, se realizé una delimitacion
a Unicamente utilizar las bandas 4 (Rojo), 5 (Infrarrojo Cercano) y 6 (Infrarrojo de onda
corta), estas bandas son comunmente utilizadas para este tipo de estudio por su
relacidon con los fendmenos que muestran altos niveles de sequia.

Elespectro rojo es esencial, ya que es comunmente utilizado para identificar la luzroja
visible e identificar la vegetacidon y la cobertura del suelo, la banda 5 captura la energia
delinfrarrojo cercano y comunmente estudia la vegetacion y la biomasa de la misma,
también ha sido utilizado para medir los cuerpos de agua, por ultimo la banda 6 mide
elinfrarrojo de onda corta, lo que permite poder ser utilizado para conocer la humedad
de la vegetacion asi como las nubes y areas vulnerables a la sequia.

Los satélites Landsat permiten obtener imagenes a través de niveles, esto ayuda
fuertemente a eliminar el ruido dependiendo el nivel de solidez que se requiera en los
datos, para esta investigacion se utilizara el nivel 2, este goza de tener correcciones
atmosféricas, permitiendo tener una imagen mas clara sin ruido efectos atmosféricos.
De esta forma se obtienen resultados que respetan las condiciones reales de la
superficie.
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Figura 4 Sistema USGS para la obtencidon de Imagenes Multiespectrales

7.1.2 Proceso De Adquisicion De Datos

Este proceso se realizara a través de la USGS, agencia encargada de proveer imagenes
multiespectrales y mapas cartograficos de la superficie terrestre. A través de esta
agencia se obtendran imagenes de los puntos en el tiempo marcados con anterioridad
y de la misma forma se realizara la categorizacidon correcta. Interfaz mostrada en la
figura 4 sobre la configuracién del sistema para la obtencidon de las imagenes.

Los parametros para poder obtener las imagenes dentro de esta investigacion son los
siguientes:

@® Nivelde procesamiento: L2SP
Este parametro dicta el nivel de procesamiento que las imagenes obtendran al
ser exportadas, se ve puesto en dos para poder eliminar el ruido atmosférico de
las imagenes, esto incluye la reflectancia superficial y la temperatura de la
superficie. Este parametro es lo que se conoce como “Listo para el analisis”.

@® Ubicacion Geografica: 026046
Esta ubicacidn es la correspondiente al estado de Hidalgo en mayor parte de su
territorio. Dentro del formato de Landsat, corresponde al sistema de referencia
mundial 2 (WSR-2) con path 026 y fila 046

@® Versionde coleccion: 02



Esta coleccion refiere a las mejoras mas recientes en procesamiento, lo que
incluye una mejora en la precision geométrica y radiométrica. La métrica
seleccionada corresponde a la colecciéon de datos 02 de Landsat.
Nivel de calidad: T1
Este parametro dicta la designaciéon de calidad, garantiza que las imagenes
tienen una excelente precisiéon geométrica con errores en un margen de 12
metros y adecuadas para analisis cientificos y series temporales. Esta
categoria enmarca la calidad como de Tier 1 o de alta calidad.
Satélite: LCO8 y LC09
Enmarca la versién del proyecto y satélite del que se obtendran los datos, para
la resolucidon del proyecto utilizara Landsat 8 y 9, ambos son altamente
compatibles con la diferencia de que el satélite Landsat 9 posee sensores de
una resolucién radiométrica superior lo que permite obtenerimagenes con una
mayor atencion a las variaciones.
Fechas de adquisicidon y suimagen correspondiente:

O 20de febrero del 2024, Figura 5

O 05dejuliodel 2024, Figura 6

O 29dejuliodel 2024, Figura 7

O 09de octubre del 2024, Figura 8

Estas fechas aseguran puntos clave de sequia de acuerdo a la MSM donde la
sequia alcanzo puntos criticos en el estado de Hidalgo, asegurando un proceso
de clustering eficiente y con un margen amplio de datos a tomar.

Como se puede observar en las imagenes obtenidas mediante el programa
Landsat, se observa una disminucion considerable de vegetaciéon durante las
dos fechas escogidas para el estudio en las figuras 5 y 6 estas imagenes
correspondientes a febrero y la primer semana de julio, demuestran también,
un nivel bajo en los cuerpos de agua, mientas que, por su parte, las figuras 7 y
8, correspondientes a la segunda semana de julio y a octubre, muestran un
aumento considerable de la vegetacion y aumento en los cuerpos de agua
considerable.

Estas figuras muestran una realidad en el pais y en el estado de Hidalgo, donde
la sequia aparece de forma significativa y severa durante largos periodos de
tiempo. Y a partir de la segunda semana de julio, esta repentinamente
desaparece sin dejar rastro de aquellas zonas verdaderamente aridas,
aumentando considerablemente los cuerpos de aguay la vegetacién visible por
las imagenes.



Figura 5 Imagen Obtenida del USGS Correspondiente a febrero

Figura 6 Imagen Obtenida del USGS Correspondiente a Julio



Figura 7 Imagen Obtenida del USGS Correspondiente a julio

Figura 8 Imagen Obtenida del USGS Correspondiente a octubre



7.2 Pre Procesamiento Y Acondicionamiento

Unavez obtenidos y descargados datos de las imagenes multiespectrales en formatos
TTF, ahora se escogen las bandas necesarias para poder aplicar los algoritmos de
forma que asi lo dictan las limitaciones.

7.2.1 Verificacion De Calidad Y Extraccion De Bandas

Multiespectrales

Cada una de las imagenes espectrales ejecutadas arrojo un niumero delimitado de
imagenes TTF las cuales contienen una sola banda multiespectral por imagen y un
archivo de metadatos. Como primer paso de la verificacidon de integridad, se hace una
inspeccidn visual sobre los metadatos corroborando que los pardmetros establecidos
son los solicitados por la investigacion. Dentro de esta inspeccién de meta data, se
debe evaluar la fecha de adquisicidon, de procesamiento, el nivel de procesamiento,
etc.

Una vez hecha la inspeccidon y corroboracion de los datos, las imagenes TTF se
extraeran los datos en forma de texto como se muestra en la figura 9, una vez hecho,
se separaran las bandas dejando Unicamente aquellas que son necesarias para la
investigacion, para este estudio, se dejaran las bandas 4 (Rojo), 5 (Infrarrojo), 6
(Infrarrojo de onda corta). Dando por entendido que las demas bandas no se incluyen
en el agrupamiento. Usar estas tres bandas juntas permite observar la vegetacién y si
estado de salud basados en como absorben o rechazan los espectros de la luz gracias
alas Bandas 4y 5, también se requiere observar los cuerpos de agua y el volumen que
estos contengan con ayuda de la banda 6. Esta combinacion es crucial para la
identificacién de la sequia en base a bandas multiespectrales.
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Figura 9 Representacion en texto de una imagen del programa Landsat

7.3 Transformacion Y Extraccion De Caracteristicas

Esta fase de la metodoldgica es la encargada de armar la base de datos en datos que
los algoritmos puedan leery a los que se puedan ser aplicados. Estas bases de datos
deben ser transformados en un formato estructurado y enriquecido, construyendo un
espacio con caracteristicas multidimensionales y que sean los mas separables
posible.

7.3.1 Construccion Del Vector De Caracteristicas Por Pixel

Para poder construir la base de datos utilizable, se creara un vector de caracteristicas,
donde cada pixel de la imagen se convertira en un arreglo de datos correspondientes
a las caracteristicas necesarias para la investigacion. Dicho de otra forma, cada pixel
de la imagen, contiene todas las bandas multiespectrales obtenidas por el programa
Landsat, las cuales deben ser separadas para solo contener las estudiadas, una vez
que todos los pixeles han sido convertidos en arreglos numéricos, se agregan de forma
consecutiva en un archivo en el formato adecuado (para csv cada banda se divide por
comasy cadaobjeto se separa con un salto de linea) y el conjunto de todos los objetos
es el vector de caracteristicas. Para este caso de estudio, cada pixel se dividira en un
arreglo de tres métricas, estas corresponden a las bandas multiespectrales ya
delimitadas en esta investigacion, la cuales son:

@® Banda4 (Rojo): Es este bando, aportara a los datos la cantidad de radiacion de este
espectro que es absorbida por la clorofila por medio de la fotosintesis, lo que significa,



que un aumento en esta banda, simboliza una baja funcién fotosintética por parte de
la vegetacion.

@® Banda 5 (Infrarrojo Cercano): Esta banda demuestra la estructura celular interna
de las hojas de una vegetacion sana, lo que refleja fuertemente un infrarrojo cercano,
Una disminucién en esta banda puede representar estrés vegetal, deshidratados o la
reduccién de biomasa.

® Banda 6 (Infrarrojo de Onda Corta 1): Esta banda demuestra el contenido de los
cuerpos de agua, gracias a que este espectro es altamente sensible para detectar este
fendmeno, puesto que el agua absorbe la radiaciéon en esta longitud de onda. Siendo
que un aumento en esta banda simboliza una disminucién en los cuerpos de agua.

7.3.2 Normalizacion De Los Datos

Unavez comprendidos y vectorizados todos los datos es necesario nhormalizarlos a un
modo donde los algoritmos de agrupamiento no puedan ser influenciados por las
medidas anormales de las distancias, manteniendo un orden y una proporcion
equidistante con estos datos. Para solucionar este problema, cada una de las bandas
requieren ser aplicadas técnicas de re escalado de min-max, que re escalan cada
caracteristica a un rango comun de los datos proceso mostrado en la figura 10.

4P 24-02-20.csv

12906,16252
81 Q77

Plain Text

Figura 10 Representacion Numeérica de los Datos ya Vectorizados



7.4 Mineria de Datos. Aplicacion de algoritmos

Esta es la fase mas importante de toda esta metodologia, es donde se ejecutaran
diversos algoritmos de mineria de datos mediante los que se espera obtener
informacién importante u oculta de los datos. Para esto se hara uso de una
herramienta de mineria de datos, donde puedan ser cargados los conjuntos y
devueltas las agrupaciones de una forma simple y sencilla. Esta herramienta sera
WebMinerX, una herramienta que usa JavaScript y Python con scikit-learn para poder
ejecutar los algoritmos correctamente.

7.4.1 Fundamentos Para La Segmentaciéon De Imagenes

Satelitales

Como se revis6 en el estado del arte, los algoritmos de agrupamiento estan
fuertemente ligados para identificar fendmenos relacionados con la meteorologia y
con las imagenes multiespectrales, muchos de estos estudios se basaron en
diferentes algoritmos siendo K Means el usado por excelencia, aunque, también se
estudiaron algoritmos como el método jerarquico. Por lo que existe la posibilidad de
encontrar un algoritmo que mejore la eficiencia particion de las imagenes
multiespectrales y asi facilitar el agrupamiento no dependiendo completamente de
expertos para poder generar este conocimiento.

Al haber tratado los datos como vectores, es posible generar agrupaciones donde
grupos con caracteristicas similares pueden ser generados con relativa simplicidad,
ahora es dependiente del algoritmo encontrar esas distancias y generar esos grupos.
También es importante mencionar que la naturaleza de cada algoritmo mencionado
afectara el resultado y la agrupacion. Ya que se escogieron 3 algoritmos que
representan un tipo de agrupamiento no supervisado distinto, los resultados
esperados entre ellos, no deberian tener similitudes entre si.

7.4.2 Implementacion Del Algoritmo K Means

K Means es el algoritmo con un mayor nidmero de usos en materia de clustering para
la identificacidon de fendmenos meteorolédgicos con el uso de indices y de imagenes
multiespectrales. Su uso es sencillo y altamente eficiente lo que lo hace adecuado
altamente escalable con grandes conjuntos de datos, ideal para esta investigacion
(Jovic, 2014).



7.4.2.1 Parametros Utilizados

@® Distancia: Euclidiana
Se utilizara la distancia euclidiana, para medir la disimilitud entre los vectores
de caracteristicas de los pixeles.

® Numero de Clusters: 6
Es el numero requerido de acuerdo al NNDI Y a la MSM

@® Inicializacion de clusters: Objetos iniciales
Para poder hacerla repetible y replicable, no se utilizdé ningun tipo de semilla o
inicializacion aleatoria de los centroides.

7.4.2.2 Ejecucion Del Algoritmo

La ejecucion de este algoritmo es bastante sencilla, la herramienta representadaen la
figura 11, una vez seleccionada la carga inicial, donde una vez cargado el archivo con
los vectores, este sistema permite hacer alguna transformacién de los datos ademas
de mostrar una previsualizacién de los mismos ademas de permitirun basico formateo
de eliminacidn de caracteres o columnas segun sea el caso.

Una vez cargado el archivo y estando de acuerdo con la configuracién de los datos, se
procede con la configuracion de parametros. La herramienta ya tiene parametros
predefinidos como el seed y la distancia. Aunque los parametros de configuracion
permiten elegir la inicializaciéon y numero de centroides, Unicamente se indica el
numero de centroides en 6 e inicializacion no aleatoria.

WebMinerX Inicio

Algoritmo K-Means
El algoritmo K-Means es un 0 de . que se encarga de agrupar datos en K
positivo. El algoritmo K-Means es un algoritmo que se encarga de
minimizar la suma de las distancias de cada objeto al de su grupo o

Comencemos!

Primero debe cargar su . puede hacerlo desde el boton o arrastrando el archivo
alazona

Arrastra archivos aqui o haz dlic para seleccionar archivos ARFF o CSV.

&

WebMinerX Acerca de nosotros

Un prayecto para levar la mineria de datos a las personas no expertas.

Figura 11 Sistema WebMinerX, Ejecucion del Algoritmo K Means



Cuando la Iteracidn ha terminado, entonces el sistema dara una visualizacion de los
datos y preguntara al usuario sobre si guardar los datos. Se guardan y solo una vez
guardada la agrupacion y etiquetada con la fecha correspondiente, se visualizara la
siguiente fechay asi sucesivamente hasta obtener los 4 grupos de k means.

7.4.3 Implementacion Del Algoritmo Jerarquico

El algoritmo jerarquico es uno de los métodos mas comunes en métodos de
agrupamiento, este algoritmo también tiene usos dentro de la rama del clustering de
imagenes multi espectrales. Su caracteristica principal, es, que, aunque se defina
previamente. Este realizara todas las uniones en forma de arbol invertido hasta lograr
la unidad de clustering. Aunque de una forma similar a K means, su salida sera
Unicamente de los clustering requeridos (Zwass, 2025).

El objetivo de este algoritmo es poder generar uniones desde lo mas general hasta la
unidad, lo que permite crear una serie de uniones coherente y visibles en un grafico
final lamado dendrograma. Una de sus desventajas es el gran coste computacional
que este algoritmo tiene, lo que muchas veces lo hace muy dificilmente escalable.

7.4.3.1 Parametros Utilizados

@® Distancia: Euclidiana
Se utilizara la distancia euclidiana, para medir la disimilitud entre los vectores
de caracteristicas de los pixeles.

® Numero de Clusters: 6
Es el numero requerido de acuerdo al NNDI'Y a la MSM

® Método de enlace: Ward
Este método fusiona el par de clusteres que resulta en el menor aumento de la
varianza total intra cluster. Tiende a producir clusters compactos y de tamano
similar, lo que a menudo es deseable en la segmentacion de imagenes de
cobertura terrestre.

7.4.3.2 Ejecucion Del Algoritmo

El procedimiento es sumamente similar al anterior, una vez cargados los archivos
correspondientes a la primera fecha, se elige Unicamente el numero de clusters. El
sistema por si mismo esta cargado con los demas parametros para una ejecucion
repetible y eficiente como se muestra en la figura 12. Normalmente el sistema emite



un dendrograma, debido al enorme trabajo computacional, se salté esta funcién
dentro del sistema.

WebMinerX Iniclo  ;Mineria de dat
Algoritmo Jerarquico

El algoritmo jerdrquico es una técnica de agrupamiento utilizada en analisis de datos y aprendizaje automatico.
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Figura 12 Sistema WebMinerX, Ejecucion del Algoritmo Jerarquico

7.4.4 Implementacion Del Algoritmo DBScan

Destiny Based Spatial Clustering of Applications with Noise (DBScan) ofrece un
enfoque distinto a los anteriores, este se basa en generar grupos basados en
poblaciones de datos. Las zonas densamente pobladas seran aquellas que formen un
grupo. Este no requiere de un numero de clusters, el algoritmo se basa en los
parametros necesarios para determinar por si mismo el nimero éptimo de grupos

De ser necesario generara una agrupacion adicional de datos anormales o atipicos,
ideales para investigaciones donde se requiere analizar anomalias (Zwass, 2025).

7.4.4.1 Parametros Utilizados

@® Distancia: Euclidiana
Se utilizara la distancia euclidiana, para medir la disimilitud entre los vectores
de caracteristicas de los pixeles.

@® Minimos de puntos: 500
Este numero de puntos se establece a que, debido al tamano de los datos, no
se permiten agrupaciones pequenas o que no aporten informacion

® Epsilon: 12500
Esta variable controla la distancia maxima que pueden tener dos puntos para



pertenecer a un mismo grupo, permitiendo asi poder cuestionar o alejar puntos
de una agrupacion. Este nimero se obtuvo gracias a repetidas iteraciones para
conseguir el numero requerido de puntos necesarios.

7.4.4.2 Ejecucion Del Algoritmo

El procedimiento es similar al anterior, para la carga de archivos, la diferencia radica
en la seleccidon de las variables, donde, a diferencia de algoritmos de k means o
DBScan, en este algoritmo se selecciona el minimo de puntos para formar un grupo y
la épsilon, el cual es la distancia maxima para pertenecer a un grupo como se muestra
en lafigura 13.

Algo que hay que mencionar de este algoritmo, es que, al no tener datos o registros de
ejecuciones pasadas, este algoritmo tuvo que ejecutarse n cantidad de veces hasta
lograr parametros que satisfagan las necesidades de la investigacion.
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Figura 13 Sistema WebMinerX, Ejecucion del Algoritmo DBScan

7.5 Evaluacion, interpretacion y visualizacion de

resultados

Dado que el agrupamiento es una forma de aprendizaje no supervisado, no se dispone
de una muestra de la cual comparar directamente los resultados. Por lo tanto, es
necesario utilizar métricas de validacidon interna que evallen la calidad de la particion
de los datos basandose Unicamente en la separacioén, o unién de los datos. Ya sea la



separacion de los datos con otros clusters o la unién de los datos dentro del mismo
cluster.

A continuacién, se haran pruebas con distintos indices de validacion para evaluar la
calidad de cada una de las agrupaciones generadas para cada uno de las fechas
marcadas, generando asi tres validaciones por cada fecha por cada algoritmo de los
datos.

7.5.1 Analisis Del Coeficiente De Calinski Harabasz

Este indice de validacion también es conocido como razén de varianza, basa su
evaluacion de calidad en que tan densos y separados entre si estan los clusters, este
indice define la razdn de la dispersion inter clusters e intra clusters. Su evaluacién
resulta en una métrica donde un mayor valor representa una menor dispersiéon de los
datos y viceversa (Fayyad, 1996).

La aplicacion propuesta para realizar los agrupamientos, permite realizar estas
evaluaciones con base a multiples indices, incluyendo Calinski Harabasz entre su
repositorio. A lo cual, de la misma forma que se vino trabajando, se usara para la
ejecucion delindice. Su proceso es similar, como se muestra en la figura 14, requiere
una carga inicial de datos previamente etiquetados, estos datos deben ser
identificados con un cluster identificado como numero entero en la ultima columna de
los datos. Unavez cargados los datos, se podran hacer arreglos basicos de formato en
la tabla de vista previa, en caso de requerirse. El Ultimo paso es Unicamente ejecutar
el algoritmo y copiar la métrica deseada.

WebMinerX
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Primero debe cargar su , puede hacerlo desde el boton o arrastrando el archivo
ala zona

Arrastra archivos aqui o haz clic para seleccionar archivos ARFF o CSV.

T
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Show 10 ~|entries Search:
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Figura 14 Sistema WebMinerX, Ejecucién del indice Davies Bouldin



7.5.2 Analisis Del Coeficiente De Davies-Bouldin (DBI)

El indice de Davies-Bouldin evalla la calidad del agrupamiento en base a la relacion
entre la dispersion dentro de los clusters y la separacion entre ellos. Esta métrica se
define a simisma como el promedio de todos los clusters de la similitud con su cluster
mas similar. Esta métrica se basa en la calidad donde un nimero mas bajo indica un
mejor agrupamiento, lo que indica que son mas compactos (Fayyad, 1996).

La ejecucion de este algoritmo es sencilla, se realiza la carga inicial de los datos y de
la misma forma que el trabajo se ha realizado. La aplicacion definira métricas estandar
paralaejecuciondelalgoritmoy arrojara la métrica deseada representado con lafigura
15.

WebMinerX Inicio
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Arrastra archivos aqui o haz clic para seleccionar archivos ARFF o CSV.
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Figura 15 Sistema WebMinerX, Ejecucion del Indice Calinski Harabasz

7.5.3 Analisis Del Coeficiente De Silhouette

El coeficiente de Silhouette es unindice de calidad que evalua la cohesidnintra cluster
asi como la separacion Inter cluster, sus resultados se dan en un rango entre -1y 1,
donde unindice menor a cero indica una cohesién fallida y deficiente, mientras que un
numero mayor a 1 da como resultado un agrupamiento util y con mayor precision
mientras el numero aumente (Piatetsky-Shapiro, 2012).

Nuevamente se cargan los clusters dentro de la aplicacion y se ejecuta el algoritmo,
de la misma forma que muchos indices, estos no requieren de parametros especiales,



ademas de los embebidos, asi como los algoritmos anteriores fueron ejecutados y
mostrado en la figura 16.
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Figura 16 Sistema WebMinerX, Ejecucion del Indice Silhouette

7.5.4 Interpretacion De Los indices

Una vez realizados los indices de validacion, estos se almacenaron en una tabla
comparativa, donde cada uno de los algoritmos con cada una de las fechas generan
unindiceyasuvez, estos deben ser evaluados, de acuerdo a las reglas de cada indice.

Esto resume en 36 evaluaciones correspondientes 12 evaluaciones de cada indice
distinto al cual pertenecen 3 validaciones por cada fecha. De esta forma se obtiene
que de acuerdo a Davies Bouldin la mejor agrupacion unanimemente es DBScan
(aunque hay cosas a tomar en cuenta). Para Calinski Harabasz su mejor resultado fue
K Means en 3 de las cuatro fechas, la cuarta fue mejor valorada para el algoritmo
Jerarquico. Por ultimo, para el indice Silhouette, existen opiniones divididas, donde
paralafecha 1y 3 DBScan lleva la mejor métricay las fechas 2y 4 son mejor valoradas
por el algoritmo Jerarquico. Como se observa en la tabla 2.

Obteniendo de esta forma que DBScan lleva el 50% de conjuntos denotados como
mejor valorados, mientras que el algoritmo jerarquico lleva el 25% y K Means obtiene
el 25% restante.



Tabla 2 Resultados de la Validacién de los indices Sobre las Agrupaciones

Algoritmo indice 24-02-20 24-07-05 24-07-29 24-10-15
K Means Davies 0.8751171 0.8347362 0.8317217 0.7893732
Jerarquico 1.0008542 0.8739486 0.8571458 0.8268167
DBSCAN 0.2178277 0.3121389 0.1511411 0.5181221
K Means Calinski- 111116.015 | 80037.2785 | 68876.6968 | 47047.2466
Harabasz 0303 778 198 717
Jerarquico 39036.1934 | 57491.2082 | 68137.9684 | 95684.8491
555 037 877 332
DBSCAN 14154.5002 | 3950.43596 | 1020.35548 | 1427.92423
342 54 82 55
K Means Silhouette 0.3478245 0.3469972 0.3671854 0.3808788
Jerarquico 0.3063048 0.2926747 0.3382776 0.3103607
DBSCAN 0.2178277 0.3065766 0.3147501 0.4475070




Algo que hay que tomar en cuenta para el algoritmo de DBScan es que, aunque los
grupos fueron satisfechos, el ruido fue un factor decisivo, el cual no se incluy6 en los
indices, por lo que, para concluir si estas agrupaciones son realmente Uutiles, se
requiere mas investigacion antes de usar este algoritmo como un algoritmo confiable.
A lo cual, se requiere hacer ajustes en la tabla de resultados de los coeficientes,
eliminando al algoritmo DBScan de la tabla, para dejar asi algoritmos con resultados
utiles y completos. Dando como resultado la tabla 3.

Tabla 3 Resultados de los Indices Excluyendo DBScan

Algoritmo indice 24-02-20 24-07-05 24-07-29 24-10-15

K Means Davies 0.8751171 0.8347362 0.8317217 0.7893732

Jerarquico 1.0008542 0.8739486 0.8571458 0.8268167

K Means Calinski- 111116.015 | 80037.2785 | 68876.6968 | 47047.2466
Harabasz 0303 778 198 717

Jerarquico 39036.1934 | 57491.2082 | 68137.9684 | 95684.8491

555 037 877 332
K Means Silhouette 0.3478245 0.3469972 0.3671854 0.3808788
Jerarquico 0.3063048 0.2926747 0.3382776 0.3103607

En esta nueva evaluacion de los grupos se destaca K Means con un 58% de
agrupaciones mejor valoradas, mientras que jerarquico obtiene el 42% de
agrupaciones mejor valoradas, siendo que el indice de Silhouette es el Unico en dar

una valoracién unanime.



Una vez agrupados los datos y obtenidos los conjuntos etiquetados con su grupo
perteneciente, estos se procesaron de nuevo para regenerar la imagen original, pero
generando un espectro sobre de las agrupaciones realizadas con el mejor algoritmo,
el algoritmo k means.

Las imagenes generadas de este ultimo proceso son las figuras 17,18,19,20. Estas
figuras se encuentras agrupadas con su imagen original del programa Landsat para
generar el contraste original. Como se puede apreciar, algunas deben valores
diferentes y la agrupacion no fue significativamente igual para todas.

La figura 17 muestra la agrupacion mas acertada identificando con valores bajos las
areas como mas vegetacion visible por el ojo, mientras que los grupos superiores a 5
indican una alta falta de vegetacion en la region. A diferencia de la figura 19, donde se
observa mayor ruido en laimagen, debido a la naturaleza de laimagen donde la sequia
es menos visible, el algoritmo realizo distintos grupos de forma invertida a la figura 17,
marcando con grupos bajos a zonas densamente pobladas por vegetacion y grupos
altos a aquellas zonas desérticas.

" Fondo N Grupo 1 W Grupo 2 #/ Grupo3 - Grupod  Grupo 5 W Grupo 6

Figura 17 Imagenes reconstruidas basadas en K Means de febrero



[ Fondo W Grupo 1 MEEE Grupo 2 #1 Grupo 3 - Grupo4  Grupo 5 i Grupo 6|

Figura 18 Imagenes reconstruidas basadas en K Means de 5 de julio

| m—Fondo M Grupo 1 M Grupo 2 1 Grupo 3~ Grupo4  Grupo 5 i Grupo 6

Figura 19 Imagenes reconstruidas basadas en K Means de 29 de julio
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Figura 20 Iméagenes reconstruidas basadas en K Means de octubre

7.6 Uso del conocimiento

Es por esto que se puede identificar que, al igual que las investigaciones pasadas lo
han expuesto. K means es un algoritmo altamente eficaz, en el campo tedrico, por lo
menos en este caso de estudio, para sus delimitaciones y variables, en comparacion
a los otros dos algoritmos, seguido del algoritmo jerarquico y DBScan, algoritmo el
cual se concluye, requiere mas investigacion antes de obtener datos y tomar sus
agrupaciones como validas y funcionales.

Con la informacidn dada se puede inferir que la identificaciéon de patrones de sequia
en el estado se logré con distintos margenes de error y de calidad. Esta investigacion
aun no tiene resultados lo suficientemente concluyentes para definir si el algoritmo k
means es lo suficiente preciso para ser utilizado como herramienta sin tener grupos
de muestra alimentante estudiados y sin tener una base fiable y util.

Como muchos articulos lo indicaron, K Means es el algoritmo mas utilizado para la
mediciéon de fendmenos relacionados con la sequia, lo cual fue demostrado por los
indices de validacion, especialmente Silhouette, el cual, indico al algoritmo k means
con mejor cohesién en el mes de julio, muestra donde las imagenes reconstruidas
mostraron menos diferencias y una mayor exactitud por sobre las imagenes satélites.

El uso de este algoritmo resulta factible debido a su capacidad para identificar
regiones afectadas por los distintos niveles de sequia que, a suvez, afectan las bandas
multiespectrales, permitiéndole al algoritmo generar una agrupacién util y de calidad.



CAPITULO 8 CONCLUSIONES

Durante la realizacion de este trabajo se busco categorizar los distintos niveles de
sequia ubicados en el estado de Hidalgo basados en distintos algoritmos de mineria
de datos, buscando crear una correcta categorizaciéon ademas de evaluar estos
modelos buscando cual se desempeina mejor en esta area de estudio. Esto debido a
los pocos trabajos realizados sobre este tema, principalmente para las regiones de
México e Hidalgo. Este trabajo también busca ser un punto de apoyo para los expertos
en materia de la sequia, sugiriendo herramientas que posiblemente puedan no ser
consideradas para su trabajo y determinacion, buscando que, de esta forma, no se
sustituya la intervencion humana. pero si se puedan tomar decisiones informadas y
con nuevas herramientas que faciliten esta tarea.

Se realizé un enfoque basado en el modelo metodolégico KDD mediante la aplicacidn
de diferentes métodos de agrupamiento basados en métodos no supervisados, los
cuales fueron K Means, Agrupamiento Jerarquico y DBScan ejecutados a imagenes
multiespectrales del programa Landsat de distintos periodos de tiempo y evaluando
cada una de las agrupaciones con indices de validaciéon para evaluar su desempefo
légico, descubriendo asi la eficiencia de cada uno para este caso de estudio.

Losresultados obtenidos, basados en los indices, demuestran una eficiencia por parte
del algoritmo K Means, obteniendo una mejora en los indices de validacién utilizados
excepto el indice de Silhouette, puesto que este demostro un mejor desempeno para
el algoritmo jerarquico. Este estudio también demostré una clara deficiencia en el
algoritmo DBScan puesto que encontrar una configuracién dptima de los parametros
para obtener las agrupaciones necesarias requirié un exceso de tiempo y coste
computacional y, aun asi, encontrando una cantidad de ruido que supera las
agrupaciones hechas por el algoritmo, por lo cual, se separd de los resultados.

Ahora bien, basandose en lasimagenes reconstruidas, se puede decir que el algoritmo
K Means realiz6 un agrupamiento correcto (tomando en cuenta algunas
consideraciones), puesto que las separaciones corresponden con diferencias
apreciables visualmente dentro de las imagenes, lo que hay que tomar en cuenta es
que, muchas veces el algoritmo destino diferentes numeros de cluster a regiones
semejantes, es decir, en algunas imagenes asignaba nlimeros bajos del cluster para
identificar regiones afectadas por la sequia, mientras que en otras, estas regiones
aridas eran representadas mediante clusters altos, lo cual no deberia ser un problema
si esta busqueda se hicieran en grandes volumenes de datos, con variaciones altas
entre si. Algo que hay que anadir, es que el hecho de obtener nubes en el radar, afecta



considerablemente a la agrupacién, permitiendo al algoritmo detectar grupos
diferentes a los ya establecidos.

El trabajo realizado presento interrogantes sobre el uso de algoritmos de mineria no
supervisados como herramienta para la identificacion de sequia a través de imagenes
multiespectrales obtenidas a través del programa Landsat, el trabajo realizado
demostrd que, de forma tedrica, como ya no han hecho algunos investigadores, el
algoritmos K Means demostré un resultado superior a los algoritmos comparados
como lo fueron el algoritmo Jerarquico y DBScan, todo esto basandose unicamente en
la calidad de los resultados como distribucion de los grupos y densidad de estos
mismosy en el uso de multiples indices de validacion que asi lo demostraron.

En el entorno practico, también demostré una clara ventaja sobre la identificacion de
zonas que enfrentan distintos niveles de sequia y de falta de vegetacién. Aunque los
resultados no fueron congruentes como la asignacion de grupos para distintas fechas
evaluadas. Lo recomendable seria poder cargar grandes volumenes de datos y
muestrearlos o identificar cada fecha como una misma muestra independiente de las
demas para obtener asi mejores resultados sobre la aplicacion del algoritmo K Means
para la identificacién de niveles de sequia por medio de imagenes multiespectrales.
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