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Acronimos

» UAV: Unmanned Aerial Vehicle (Vehiculo Aéreo No Tripulado).
» VTOL: Vertical Take-Off and Landing (Despegue y Aterrizaje Vertical).
» ISMC: Integral Sliding Mode Control (Control por Modos Deslizantes Integrales).

» DSMC: Dynamic Sliding Mode Control (Control por Modos Deslizantes Dindmi-
COS).

» PD: Proportional Derivative (Proporcional derivativo).
= PID: Proportional Integral Derivative (Proporcional Integral derivativo).

» UBB: Uniformly Ultimately Bounded Stability (Estabilidad Uniformemente Ulti-
mamente Acotada).

» LMI: Linear Matrix Inequality (Desigualdad lineal matricial).



Notacion

f(): fuerzas que actian sobre la aeronave.

I' = (z,vy, 2): vector de posicién del centro del masa del UAV.
(x;, yi, 2i): Ejes en el marco inercial.

(b, Yn, 2p): Ejes en el marco del cuerpo.

x: posicion sobre el eje x.

y: posicion sobre el eje y.

z: posiciéon sobre el eje z.

¢: angulo de roll.

0: angulo de pitch.

Y: dngulo de yaw.

t: tiempo.

q: Vector de coordenadas generalizadas.

n = (¢,0,1): vector de orientacién del UAV

R(¢,0,1): matriz de rotacién del UAV con respecto al sistema inercial.
R(z, ¢): matriz de rotacién sobre el eje x

R(y, 0): matriz de rotacién sobre el eje y

R(z,): matriz de rotacién sobre el eje z

p: velocidad angular de roll.

q: velocidad angular de pitch.

r: velocidad angular de yaw.

Q: vector de velocidades angulares.
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Q: vector de aceleraciones angulares.

wy,: matriz de transformacion.

I: tensor de inercia.

I, I, I.: momentos de inercia respecto a los ejes x, y y z respectivamente.
a: aceleracion angular.

m: masa del UAV.

r: distancia al eje de rotacién.

w: velocidad angular.

!

- vector de posicion desde el punto de rotacion hasta la posicién de la particula.

: velocidad lineal de la particula.

S

l(y: distancias respecto a los ejes y centro de gravedad de la aeronave.
dy, ds, ds: alturas en la configuracién del UAV.

F: fuerza total que actuia sobre el centro de masa.

F,: aceleracion gravitacional.

Fy: Fuerza de arrastre.

F,: Fuerza de propulsién.

V: (&,9,2)7, es la velocidad traslacional con respecto al marco inercial.
kg constante de arrastre.

kgq: constante de fuerza aerodindmica.

w: velocidad angular.

k;: constante de empuje.

u,: empuje principal.
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T: vector momentos.

» T4 momento de roll.

= Tp: momento de pitch.

» 7, momento de yaw.

= 7,: momento de resistencia aerodinamica.

» 7,: momento asociado al efecto giroscopico.

= 7(.): torques generados por cada uno de los actuadores de la aeronave.
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= 7,: Entrada de control.
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= ¢,: funcion de error respecto a x.

= ¢,: funcion de error respecto a y.

= ¢,: funcién de error respecto a z.

» ¢, funcién de error respecto a roll.

= ¢y: funcién de error respecto a pitch.

» ¢y funcién de error respecto a yaw.

= V(.): Funcién de energia.

A : matriz n x m, donde n = m.

= B.: matriz n x m, donde n # m.
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» P(): matriz definida positiva.
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= U(): entrada de control principal en la estrategia ISMC.
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Resumen

El proyecto de tesis trata el desarrollo de estrategias de control para un vehiculo aéreo
no tripulado hibrido con capacidades de despegue y aterrizaje vertical, capaz de operar en
dos modos de vuelo: multirrotor y avion. Los controladores propuestos estan basados en
la teoria de control por modos deslizantes (SMC), incluyendo un control robusto por mo-
dos deslizantes integrales (ISMC) y un control por modos deslizantes dindmicos (DSMC).
También se describe un control robusto con estructura PD. Estas estrategias buscan mi-
tigar la influencia de incertidumbres aleatorias y perturbaciones externas producidas por
el viento durante el vuelo. Para la sintonizacién de ganancias, se propone un algoritmo
basado en desigualdades lineales matriciales (LMIs), aplicable a las estrategias de con-
trol desarrolladas. Dicho algoritmo permite obtener ganancias que garantizan estabilidad
uniformemente tltimamente acotada (UBB) del sistema. Asimismo, para el disenio de las
técnicas de control, se derivé el modelo matematico del vehiculo y se definié un perfil de
vuelo adecuado para las pruebas numeéricas.

La validacion de la efectividad de los controladores se realiz6 mediante software de
programacion y analisis numérico, donde se evalué el desempeno del sistema en funcion de
las senales de error y de la entrada de control. Ademas, se efectuaron estudios comparativos
entre los controladores con el fin de establecer una comparacién clara en términos de
indices de error. Cabe mencionar que los analisis basados en criterios de error permiten
identificar variaciones en el comportamiento del sistema, como diferencias entre respuestas

subamortiguadas y sobreamortiguadas, asi como caracterizar su respuesta transitoria.



Abstract

The thesis project addresses the development of control strategies for a hybrid un-
manned aerial vehicle (UAV) with vertical takeoff and landing capabilities, capable of
operating in two flight modes: multirotor and fixed-wing. The proposed controllers are
based on sliding mode control (SMC) theory, including a robust integral sliding mode con-
troller (ISMC) and a dynamic sliding mode controller (DSMC). A robust PD-structured
controller is also described. These strategies aim to mitigate the influence of random un-
certainties and external disturbances generated by wind during flight. For gain tuning,
an algorithm based on linear matrix inequalities (LMIs) is proposed, applicable to the
developed control strategies. This algorithm enables the computation of gains that gua-
rantee uniformly ultimately bounded (UUB) stability of the system. Additionally, for the
design of the control techniques, the mathematical model of the vehicle was derived and
a suitable flight profile was defined for numerical testing.

The validation of controller performance was carried out using programming and nu-
merical analysis software, where the systems behavior was evaluated in terms of the error
signals and the control inputs. Furthermore, comparative studies among the controllers
were conducted to establish a clear comparison based on error indices. It is worth noting
that analyses based on error criteria allow the identification of variations in system beha-
vior, such as differences between underdamped and overdamped responses, as well as the

characterization of transient response.
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Capitulo 1

Introduccion

Actualmente, los vehiculos aéreos no tripulados son equipos que se utilizan en distintos
ambitos y son capaces de solucionar problemas complejos. Algunos ejemplos implican el
uso de drones en agricultura, seguridad, vigilancia, fotografia, medio ambiente, industria,
logistica, recreacion, construccién y/o infraestructura. Sin embargo, uno de los principales
problemas en las misiones de vuelo es la presencia de perturbaciones asociadas a las con-
diciones del entorno. Las rafagas de viento son un ejemplo de ello y pueden causar varios
problemas en el funcionamiento de un UAV como: la pérdida de estabilidad, dificultad en
el control, mayor consumo de bateria, riesgo de colision, desviacién en el seguimiento de
una ruta o dificultad en el despegue y aterrizaje. Por lo tanto, el diseno y/o estudio de
estrategias de control y navegacion que le permitan a un vehiculo aéreo el poder realizar
misiones de forma autéonoma es actualmente uno de los principales retos para integrar a
los vehiculos aéreos no tripulados en el espacio aéreo civil de forma segura. Asimismo,
diversos proyectos de investigacion y trabajo tecnoldgico se han centrado en el diseno e
implementacion de estrategias basadas en diversas técnicas y metodologias que buscan
completar una misién de vuelo incluso ante condiciones de clima no ideales.

En este trabajo se desarrollaron estrategias de control robustas con el objetivo de ate-
nuar los efectos de perturbaciones asociadas a las rafagas de viento. Particularmente, se
presentan tres estrategias basadas en control por modos deslizantes (control no lineal
robusto, modos deslizantes integrales y modos deslizantes dindmicos) para completar mi-
siones de vuelo en posibles zonas de riesgo, a pesar de las afectaciones o condiciones
adversas del entorno.

El sistema con el que se trabajo corresponde al modelo del vehiculo aéreo no tripulado
hibrido mostrado en la Figura 1.1, el cual tiene la capacidad para realizar despegue y
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aterrizaje de forma vertical, asi como poder realizar vuelo en modo aviéon. Dichas capaci-
dades lo dotan con la versatilidad para poder realizar misiones sin la necesidad de requerir
una pista de despegue. De igual forma, el vehiculo es capaz de poder volar a altitudes de
hasta 5,500 metros sobre el nivel del mar, y cuenta con un rango de operacién de 15 km.

Por otro lado, se desarroll6 un algoritmo para la sintonizacion de ganancias basado
en LMI’s que buscar mejorar el desempeno de los controladores. Asimismo, se plantea
realizar un andlisis comparativo enfocado en criterios sobre las senales de error para

generar conclusiones respecto a los resultados obtenidos.

Figura 1.1: Diseno del vehiculo aéreo para aplicaciones de monitoreo.

1.1. Antecedentes

Los vehiculos aéreos no tripulados son sistemas no lineales subactuados los cuales han
evolucionado constantemente y han cambiado en forma, tamano y aplicaciones [3]. Gracias
a su capacidad para realizar vuelos estacionarios y seguimiento de trayectorias, es posible
usar esta clase de equipos para aplicaciones comerciales, industriales, militares y civiles.
Asimismo, los UAV’s han experimentado un rapido crecimiento y el mercado global ofrece
una gran variedad de disetios [4, 5].

De acuerdo a su configuracion estructural los UAVs se clasifican en vehiculos de ala fija
y multirrotor [6, 7, 8]. Una caracteristica de los dltimos, es que no requieren de una pista
para despegar o aterrizar, ya que pueden hacerlo practicamente desde cualquier punto
(vuelo vertical). Ademads, cuentan con la capacidad de efectuar misiones en las que se
requiera un vuelo estacionario. Por otro lado, los de ala fija presentan ventajas en cuanto
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a la autonomia en comparacién con los de multirrotor, debido a que pueden planear [9, 10].

Sin embargo, una gran parte del desarrollo e investigacién de los UAVs se centra en
los aviones de despegue y aterrizaje vertical (VTOL, por sus siglas en inglés) los cuales,
combinan las ventajas de los aviones de ala fija (vuelo a alta velocidad, alta relacién
sustentacion /resistencia, vuelo eficiente en términos de consumo de combustible) y de
multirrotor (despegue y aterrizaje vertical, vuelo estacionario). Existe una amplia varie-
dad de tipos de configuraciones para los VITOL, sin embargo, tomando en cuenta sus

caracteristicas principales, se pueden considerar dos categorias:

1. El sistema de propulsion es el mismo para el vuelo multirrotor y el modo avion.
Dentro de este grupo, se pueden considerar diferentes configuraciones:

= Tilt rotor: aeronaves en donde los rotores pueden inclinarse. Una vez que alcanzan
la altura deseada, giran 90° alinedndose de forma horizontal y asi, pasar a modo

avion.

= Tilt Blade Tip-Path-Plane: El helicoptero es el ejemplo principal en esta categoria.

= Tilt Body: Son los vehiculos formados por un conjunto de rotores en los cuales se

inclina todo el avion en funcion de las fuerzas aerodinamicas.

= Tilt wings: Son aeronaves conformadas por alas inclinadas que en consecuencia

permiten el aumento de flujo de aire.

= Tail Sitters: Aeronaves que cuentan con un sistema de propulsiéon trasero y que
despegan de forma similar a un cohete. En la Figura 1.2 se muestra una aeronave
de este tipo. Una vez en el aire, rotan para alinear de forma horizontal [11].
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Figura 1.2: UAV tipo Tilt wing GL-10 Greased Lightening desarrollado por la NASA [1].

2. El sistema de propulsién es distinto para el vuelo multirrotor y el modo avién. A
estas aeronaves se les conoce como VTOL hibridos. Por lo tanto, el vehiculo cuenta
con dos sistemas independientes como el de la Figura 1.3. De forma concreta, el
UAV despega verticalmente mediante el empuje generado por los rotores que lo
conforman, mientras que, los rotores de propulsién horizontal permanecen apagados.
Después de alcanzar la altitud deseada, el UAV comienza a encender los rotores de
propulsién horizontal. Una vez que se alcanza un velocidad media o uniforme, los
rotores para vuelo multirrotor se apagan y la aeronave al modo de vuelo avién

causando que se comporte de forma similar a un UAV de ala fija.

Rotor
7

Rotor

Figura 1.3: Diseno de un UAV VTOL hibrido con un motor de propulsién para modo avién [2].

Los UAVs proporcionan una plataforma eficaz para transportar sensores y camaras
necesarios para misiones de recopilacién de informacién, vigilancia y reconocimiento [12].

Su tamano pequeno y alta maniobrabilidad son de sus mayores virtudes. Un beneficio
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adicional es su bajo costo de fabricacién, mantenimiento y almacenamiento [13]. Estas
caracteristicas les permite desempenarse en entornos peligrosos, inaccesibles, complejos
o costosos y realizar procedimientos de medicién continuos durante periodos de tiempo
aceptables [14, 15, 16].

Adicional a lo mencionado anteriormente, una de las ventajas principales de los vehiculos
aéreos no tripulados, radica en que pueden cubrir una mayor area y en menor tiempo.
Comunmente, este tipo de aeronaves son impulsadas por rotores y estabilizadas mediante
un controlador lineal [17]. Sin embargo, uno de los problemas en cuanto a estos sistemas,
es la autonomia del mismo [9, 18]. Un factor determinante en dicha autonomia es la
tecnologia de propulsion. De acuerdo al tipo de conversién de la energia los UAVs se
clasifican en los que utilizan motores eléctricos (trifasicos) y los que funcionan con base
a motores de combustion interna. Ambos producen que el vehiculo se vea limitado tanto
por el tiempo de duracién de las baterias empleadas para los motores y por la cantidad
de combustible que pueden cargar.

Por ello es que muchos investigadores se enfocan en estudiar nuevas estrategias para
garantizar un ahorro en cuanto a la energia del sistema y disefiar nuevos algoritmos que
beneficien la autonomia [19]. Trabajos de investigacién donde se proponen estrategias de
control éptimo [20, 21], control subéptimo de horizonte finito [22, 23], modos deslizantes
[24, 25, 26, 27], control robusto [28, 29], controladores basados en regulador cuadratico
lineal y algoritmos adaptables aplicados a UAVs son presentados en [30, 31, 32, 33, 34, 35],
con el objetivo de minimizar el consumo de energia y prolongar la autonomia de los
vehiculos aéreos. Otros factores a considerar respecto a los vehiculos aéreos es la potencia
del motor, la corta duraciéon de vuelo, dificultades para mantener la altitud de vuelo,
estabilidad de la aeronave y la maniobrabilidad ante vientos y turbulencias [36]. En la
seccién de estado del arte se trata el tema de las estrategias de control aplicadas a UAV’s
con mayor detalle. Esto derivado de las aportaciones principales y tema central de este

proyecto, las cuales implican el desarrollo de controladores robustos.

1.2. Planteamiento del problema

Existen distintas opciones de estrategias de control que pueden aplicarse a un UAV.
Sin embargo, una gran mayoria de los algoritmos de control implementados actualmente
en UAVs, se basan en modelos que limitan su capacidad frente a cambios abruptos en
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el entorno. Esta limitacién se vuelve particularmente critica en aplicaciones donde el
UAV debe operar de manera auténoma en entornos no estructurados o de dificil acceso.
En dichos escenarios, la presencia de perturbaciones externas no es solo probable, sino
inevitable, lo que hace imprescindible el desarrollo de estrategias de control robustas y

resilientes.

Especificamente, cuando una aeronave realiza una misién de vuelo, es posible que se en-
frente a condiciones adversas del entorno, como las rafagas de viento, que pueden afectar
el desempeno del UAV si se implementan controladores convencionales. Por lo tanto, estos
sistemas continian enfrentando desafios criticos relacionados con su estabilidad y rendi-
miento en condiciones reales de operacion. En este contexto, se requieren de algoritmos de
control que cuenten con caracteristicas de robustez que le permitan al UAV desempenarse
de forma aceptable para cumplir con la misiéon de vuelo y reducir los efectos causados
por perturbaciones y/o dindmicas no modeladas. Asimismo, es necesario incorporar mé-
todos de sintonizacién de ganancias, como los basados en LMIs, que permitan ajustar los
controladores de manera sistematica y garantizar el cumplimiento de la misién aun en

presencia de perturbaciones externas.

1.3. Justificacion

En los tltimos anos, el uso de UAVs en diferentes aplicaciones ha crecido notablemente.
No obstante, estas aeronaves siguen enfrentando desafios en términos de estabilidad y
rendimiento cuando operan en entornos reales, especificamente ante la presencia de per-
turbaciones externas como rafagas de viento, las cuales no pueden predecirse con suficiente

precisiéon y pueden variar con el paso del tiempo en la ejecucién de una mision.

Estas perturbaciones afectan directamente la dinamica del vehiculo, por lo que los con-
troladores podrian dejar de funcionar adecuadamente y con ello alterar el comportamiento
del UAV. Asimismo, no serfa posible el seguimiento de ruta y/o trayectoria. En casos méas
extremos, puede verse comprometida la misién o causar algin accidente o dano. Por otro
lado, a pesar de los avances en técnicas de control clasico y moderno aplicadas a UAVs,
muchas de estas estrategias asumen condiciones ideales de operacion, lo que limita su
eficacia en escenarios reales. En consecuencia, se ha identificado como una necesidad el
desarrollo y la evaluacion de sistemas de control con algoritmos robustos capaces de man-
tener la estabilidad, el seguimiento de ruta o trayectorias y el desempeno general del UAV

ante perturbaciones externas significativas.
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Por ello, en este proyecto se busca abordar dichas limitaciones proponiendo algoritmos
de control robustos basados en la teoria de control por modos deslizantes y técnicas de
sintonizacién que implican el uso de LMI’s que permitan mitigar los efectos de perturba-

ciones y contribuyan a completar la misiéon de vuelo de manera efectiva.

1.4. Hipdtesis

Si se disenan controladores robustos basados en modos deslizantes y se aplican técnicas
de sintonizaciéon mediante LMIs, entonces es posible mejorar el desempeno de un UAV
en términos de estabilidad y seguimiento de trayectoria ante perturbaciones externas, lo

cual sera validado mediante simulaciones numéricas y estudios comparativos.

1.5. Objetivo general

Desarrollar e implementar estrategias de control robustas basadas en modos deslizan-
tes, integradas con técnicas de sintonizacién mediante LMIs, con el fin de mejorar el
desempeno de un vehiculo aéreo no tripulado con capacidad de despegue y aterrizaje ver-
tical (VTOL) ante perturbaciones externas, como rafagas de viento, y validar su eficacia

mediante simulaciones.

1.5.1. Objetivos especificos

= Obtener el modelo matematico del UAV hibrido mediante la formulacién de Newton-
Euler (para el modo multirrotor) con el fin de analizar su comportamiento dinamico
en lazo cerrado mediante la realizacién de simulaciones aplicando técnicas de control

clasico.

= Desarrollar estrategias de control robustas mediante el andlisis dinamico del UAV
bajo un enfoque por subsistemas y herramientas de control no lineal para reducir

los efectos de incertidumbres y perturbaciones externas.

= Definir un algoritmo basado en la soluciéon de LMI’s para la obtencién y sintoniza-
cién de ganancias de control para realizar pruebas de misiones de vuelo a nivel de

simulacién.
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» Realizar pruebas a nivel simulacién usando técnicas y software que consideren tanto
el modelo del vehiculo como condiciones ambientales para la validacién de las estra-
tegias propuestas: Controlador PD robusto, modos deslizantes integrales y modos

deslizantes dindmicos.

= Disenar una trayectoria de referencia para el UAV mediante el uso de ecuaciones
paramétricas, con el propodsito de que el vehiculo aéreo realice un seguimiento suave y
continuo (evitando cambios bruscos de direccién o velocidad), lo cual es importante

para la estabilidad del vuelo.

» Efectuar un estudio comparativo entre los controladores disenados con criterios de
desempeno basados en las senales de error y aquellos fundamentados en criterios
energéticos, con el fin de establecer conclusiones que permitan determinar cual de
ellos presenta el mejor desempeno. Estos resultados permitiran reportar resultados
a través de un articulo cientifico.

1.6. Estado del arte

Las rafagas de viento constituyen la perturbacion atmosférica mas frecuente durante el
vuelo de aeronaves en exteriores [37, 38]. Las rafagas de viento afectan significativamente
el comportamiento del vehiculo durante el vuelo, lo que hace necesario desarrollar técnicas
de control robustas para mitigar sus efectos [39]. Por esta razon, y considerando la amplia
variedad de aplicaciones de los UAV, se han estudiado y disenado diferentes estrategias

de control que buscan proporcionar robustez ante este tipo de fenémenos.

Las estrategias de control por modos deslizantes han sido ampliamente utilizadas en
UAVs, ya que una de sus principales ventajas es la posibilidad de modificar o ajustar
el comportamiento del sistema mediante la selecciéon de las conocidas funciones de con-
mutacion (como la funcién signo), lo cual permite que la respuesta en lazo cerrado sea
robusta frente a ciertas incertidumbres, dindmicas no lineales y perturbaciones externas
[40]. Sin embargo, una de las principales desventajas de estos controladores es el fené-
meno conocido como chattering, que ocurre debido al uso de la funcién signo en la ley de
control disenada para hacer que el sistema converja hacia la superficie deslizante y seguir

un comportamiento deseado [41].

En [42] se describe el uso de un control por modos deslizantes terminales con la im-

plementacion de una red neuronal para la sintonizacién de los parametros de control.
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Los autores en [43] disefiaron un control por modos deslizantes adaptable que modifica
el valor de las ganancias de control de acuerdo con las incertidumbres de los pardmetros.
Asimismo, en [44] se presenta un control por modos deslizantes aplicado a un UAV donde
se propone una superficie de deslizamiento parabdlica para converger mas rapidamente
que con un método convencional. Para el seguimiento robusto de trayectorias, en [45] se
presenta una combinacion de una estrategia de control por modos deslizantes continuos
con controladores PID donde se obtuvieron resultados experimentales que muestran el

desempeno de un UAV con la propuesta de control.

Por otro lado, para mitigar los efectos de las perturbaciones externas y lidiar con el
fenomeno del chattering, investigadores han propuesto diversas soluciones. Entre ellas
estan el control por modos deslizantes integrales (ISMC) y el control por modos deslizantes
dindmicos (DSMC) [46, 47, 48]. Estos algoritmos de control incorporan propuestas de
diferentes superficies de deslizamiento, tales como las de estructura similar a un control
PID [49] o las que implican soluciones de ecuaciones diferenciales basadas en la dindmica
del sistema [50], con el fin de mejorar la robustez del sistema frente a perturbaciones
externas. Ahora bien, aunque los ISMC han demostrado un mejor desempeno en cuanto
a la mitigacion de perturbaciones comparados con los DSMC, la senial de control produce
un chattering de mayor frecuencia, que se traduce en un consumo mayor de energia. Por
otro lado, debido a que los DSMC son dindmicos, es decir, se involucra un proceso de
integracién, se obtiene una sefial de control con el chattering reducido.

En [49, 51] se tiene el caso del desarrollo de estrategias DSMC, sin embargo, no es
claro el método para calcular las ganancias del control. Asimismo, en [52] se propone
una superficie de deslizamiento tipo PID y las ganancias del controlador son elegidas de
forma heuristica. De manera similar, en [53, 54] se presentan estrategias ISMC donde las
ganancias se obtienen mediante el criterio de Hurwitz o son elegidas por el autor.

Con base en lo anterior, en este trabajo se presenta el desarrollo de estrategias de control
DSMC e ISMC aplicadas a un UAV para el despegue vertical y posterior seguimiento de
ruta, donde se busca que estos algoritmos permitan mitigar o reducir los efectos de las
perturbaciones externas como las rafagas de viento. Para ello, también se hacen uso del
modelo de Dryden, como una forma de definir el comportamiento del viento e inducirlo
en las pruebas numéricas con los controladores (para le modo multirrotor).

Esto contrasta con trabajos en los que no se describe como se generan las perturbaciones
o las presentan como una funcién matematica variante en el tiempo como en [38, 55] .

Asimismo, se describe un algoritmo para calcular las ganancias de control bajo el enfoque
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de LMI’s. De esta manera, se cuenta con un algoritmo que se ejecuta fuera de linea y que
simplifica la implementacién de controles por modos deslizantes en sistemas de este tipo.
Ademas, dado que esta herramienta es aplicable en las estrategias presentadas en este
trabajo, es viable realizar pruebas comparativas para definir el controlador mas eficaz en
funcién de la respuesta dinamica del sistema.

1.7. Metodologia

La estrategia para el desarrollo del trabajo de tesis es organizada de la siguiente manera:

» En primer lugra, se plantea el estudio de trabajos y/o investigaciones sobre estrate-
gias de control aplicadas a vehiculos aéreos no tripulados en aplicaciones de misiones
de monitoreo para generar un contexto respecto a las investigaciones relacionadas
con el tema de tesis, asi como para identificar aspectos importantes y requerimientos

especificos de este tipo de misiones.

= Después, se plantea obtener el modelo matematico del vehiculo hibrido en modo
multirrotor bajo la formulacién de Newton-Euler. Se tomaran aspectos como los
efectos aerodindmicos y perturbaciones.

= Como siguiente paso, se desarrollaran estrategias de control basadas en modos des-
lizantes integrales y dindmicos con caracteristicas de robustez ante posibles pertur-

baciones externas utilizando el modelo dindmico del UAV en modo multirotor.

= Asimismo, se generaran resultados mediante pruebas de simulacién en el software

de Matlab que permitan validar las estrategias y reportar resultados en un articulo.

= Una vez que las estrategias desarrolladas han sido probadas, se plantea realizar un
analisis comparativo entre los controladores desarrollados para definir, con base en
los indices de errores, cual de ellos presenta el mejor desempeno.

= Finalmente, con los resultados obtenidos se generaran las conclusiones particulares y
generales respecto al trabajo de investigacion realizado, lo cual permitira orientar la
toma de decisiones sobre trabajos futuros. En la Figura 1.4 se muestra un diagrama
de la metodologia establecida para este proyecto de investigacion.
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Figura 1.4: Diagrama de la metodologia del trabajo de tesis.
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1.8. Productos de investigacion.

Derivado del presente trabajo de tesis se desarrollaron los siguientes articulos que se

incluyen en los Anexos:

= Jovani Ortega Ventura, Daniel Benitez Morales, Jests P. Ordaz Oliver and Eduardo.
S. Espinoza Quesada, Dynamic Sliding Mode Control With PID Surface for Tra-
jectory Tracking of a Multirotor Aircraft, IEEE Access, Vol. 11, pp. 99878 - 99888,
2023. 10.1109/ACCESS.2023.3314382

= Jovani Ortega Ventura, Daniel Benitez Morales, Eduardo. S. Espinoza Quesada,
Jests P. Ordaz Oliver y L. R. Garcia Carrillo, Control robusto por modos desli-
zantes dindmicos e integrales para un vehiculo aéreo no tripulado, XXIV Congreso
Mexicano de Robotica, COMRob. 2022.

= Daniel Benitez Morales, Jovani Ortega Ventura, Jestis P. Ordaz Oliver and Eduardo.
S. Espinoza Quesada, On the gain synthesis of dynamic and integral sliding mode
controllers for quad rotorcraft trajectory tracking. Aceptado para publicacién en:
International Journal of Applied Mathematics and Computer Science. 2025.

1.9. Alcances y/o limitaciones.

= El proyecto esta acotado a obtener resultado bajo pruebas de simulacién numérica
(para el modo multirrotor). Sin embargo, como trabajo futuro se contempla emplear
la técnica de Model In the Loop para ambos modos de vuelo.

» Los modelos matematicos presentados en este documento implican ciertas conside-

raciones y estan enfocados en los algoritmos para el control.

» Existe una fase de transicién entre los modos de vuelo multirrotor y avién. Sin
embargo, el trabajo no contempla el desarrollo de una prueba de estabilidad para

la transicion.

= El algoritmo de obtencién de ganancias se ejecuta fuera de linea. Es indispensable
establecer previamente los parametros de ajuste.
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1.10. Organizacion de la tesis

El documento de tesis esta organizado de la siguiente manera:

Capitulo 2. Modelado del Sistema. Se presenta la descripcion general del vehiculo
aéreo no tripulado hibrido tipo VTOL, asi como el desarrollo del modelo matematico. Se
analizan las dinamicas asociadas al modo de vuelo multirrotor mediante la formulacion
de NewtonEuler, lo cual sirve de base para el disefio y evaluacion de las estrategias de
control.

Capitulo 3. Estrategias de Control. Se desarrollan las estrategias de control pro-
puestas, basadas en la teoria de modos deslizantes. Se describen los controladores ISMC,
DSMC y el control robusto con estructura PD. Asimismo, se presenta el algoritmo de sin-
tonizacién de ganancias mediante desigualdades lineales matriciales (LMIs) y se incluyen
los analisis de estabilidad correspondientes.

Capitulo 4. Resultados numéricos Se presentan los resultados obtenidos mediante
simulaciones numéricas para los diferentes controladores propuestos. Asimismo, se efectiia
un analisis comparativo basado en los indices de error asi como la energia con el propédsito
de identificar la estrategia con mejor rendimiento.

Capitulo 5. Conclusiones y trabajo futuro. Se resumen los aportes principales de
la investigacion, destacando las ventajas y limitaciones de las estrategias desarrolladas.
Asimismo, se proponen lineas de trabajo futuro que permitan continuar con la mejora del

sistema y su eventual implementacion en pruebas experimentales.



Capitulo 2

Modelo matematico del vehiculo

aéreo no tripulado hibrido

Este capitulo tiene como objetivo describir el modelo matemético del UAV hibrido en
cuanto a su modo de vuelo multirrotor. Se describen sus marcos de referencia, transfor-
maciones y el formalismo utilizado para la obtencién del modelo. La Figura 2.1 presenta
un bosquejo de la aeronaave que se trabaja en este proyecto de investigacion.

Figura 2.1: Vehiculo Aéreo no Tripulado Hibrido.

2.1. Modelo para el modo multirrotor

Del diseno del vehiculo aéreo no tripulado hibrido mostrado en la Figura 2.1, el vuelo
vertical se genera debido al empuje producido por los seis rotores (la suma de las fuerzas
f1, fo, f3, f1, [5, f6) embebidos en el ala y en el canard (configuracién de aeronave de ala
fija). Es por ello que el modelo para el modo multirrotor se puede desarrollar a partir de
un diseno enfocado a este modo de vuelo sin perder las caracteristicas principales inmersas

16
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en la aeronave hibrida. En la Figura 2.2 se muestra el diseno propuesto que a lo largo
del capitulo se toma en consideracion para obtener el modelo matematico del UAV. Por
otro lado, para describir el movimiento de la aeronave, es necesario definir dos marcos
de referencia: el marco de referencia inercial respecto a tierra (x;, y;, z;) y el marco de
referencia fijo al vehiculo (xy, v, 2p).

Figura 2.2: Diseno del vehiculo multirrotor tomando como referencia la aeronave hibrida.

En esta seccion se describe el modelo matematico a partir de un conjunto de ecuaciones
diferenciales que describen la dindmica del sistema en relacién a que la geometria inusual
del mismo. Se presentan los métodos utilizados para la construccién del modelo definiendo
la posicion y orientacion del UAV respecto a los marcos de referencia elegidos. La orien-
tacion angular del vehiculo se describe a través de los llamados dngulos de Euler (Roll,
Pitch y Yaw) que dirigen el vuelo del vehiculo [56]. Estos d&ngulos representan un conjunto
ordenado de ecuaciones secuenciales entre el marco de referencia inercial respecto a tierra
y el marco de referencia fijo al vehiculo y que son los que describen el movimiento del
UAV. Por lo tanto, los 4ngulos Roll (¢), Pitch( 0) y Yaw (¢), definen la posicién angular

del marco de referencia del cuerpo con respecto al marco inercial.

2.1.1. AnAdlisis de la orientacién y posiciéon del UAV (cinematica)

Las coordenadas generalizadas para un vehiculo aéreo son:

q= (F777)7

donde ' = (z,y, z) € R3 es el vector de estado traslacional referente al centro de gravedad
del UAV hibrido y que denota la posiciéon del marco de referencia del vehiculo en relacion
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al marco de referencia inercial. Mientras que n = (¢, 0, 1)) € R? es el vector que representa
la orientacion al rededor de los ejes x, y y z, respectivamente. Una representacion grafica
de los marcos de referencia de la aeronave se puede observar en la Figura 2.3.

La orientacion completa del vehiculo puede ser descrita definiendo la transformacion
del marco de referencia del vehiculo al marco de referencia inercial mediante la matriz de
rotacion R(¢, 0,1)) generada a partir de la combinacién de tres rotaciones elementales a
lo largo de los ejes x, y v z. Para simplificar las notaciones, se denota a la funcién seno

por s, v a la funcién coseno por c,.

Figura 2.3: Definicién de las fuerzas y sentidos de giro para el modo multirrotor.

Rotacién del movimiento Roll (¢):

1 0 O
R(z,0) =10 cp s¢|,
0 —s¢p co
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Mientras que las matrices para el movimiento en Pitch (0) y Yaw () son:

cd 0 —sb
R(y,0)=1]0 1 0 |,
st 0 cH
cp sy 0
R(z,¢) = |-s¥ cp 0],
0 0 1

La matriz de rotacion se obtiene a partir de la regla de composicion:
R(¢,0,¢) = R(z, 9)R(y, O)R(z,v),

1 0 0 c 0 sO] ey —s¢ 0
R(¢,0,¢) =10 cp —s¢ 0 1 0| |sY e O
0 s¢ co | |—s0 O cO] |0 0 1
(2.1)
ct cy ct sy —s6
= |s¢ sO ct) —cp s sp sO s+ copcp sp b,
(cop sO ch + 59 st co s s —spcp co clh

La matriz R(¢, 0, 1) es una matriz ortogonal (R~! = RT) y se conoce como matriz de

coseno directo. Ahora, bien, la matriz de rotacién para transformar del marco referencial

de la aeronave al marco inercial esta dada como:

cdcp sp sl cp—cop sy cp sl e+ s sy
cl st co sO cp+ sp s cp s s —sp . (2.2)
—s6 s¢ b co c

Continuando con la transformacion hacia el marco de referencia inercial es necesario
obtener la matriz de transformacion para las velocidades angulares. Para ello se sigue
la secuencia de rotacién z — y — x, es decir, se genera la primera rotacién sobre w por
medio de dos movimientos rotacionales descritos por R(z) y R(y), luego tiene lugar una
rotacién sobre 6 a partir de R(z) para alinearse con el marco de referencia del cuerpo,
y finalmente la rotacién sobre ¢. La relacién entre los dngulos de Euler y las velocidades
angulares es:

Q= w,n,

2.3
n=uw,'Q, (2:3)
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donde la velocidad angular €2 es definida por el vector

p ) 1 0 o01]fo 1 0 0 cd 0 sf] [0
gl = 10|+ 10 ¢cp —sop| |8] +]0 cp —sp|| O 1 0|0
r 0 0 s¢ co | |0 0 s¢p co | |—s8 0 cO] ¢

P 1 0 —s0] [¢
gl =10 co cOsop| 0], (2.4)
r 0 —s¢ cbco| ¥

donde la matriz de transformacion para las velocidades angulares del marco inercial al

marco de referencia del vehiculo es:

1 0 —sb
wp =10 cod b sp (2.5)
0 —s¢p cbco

La matriz de transformacion para las velocidades angulares del marco de referencia del

vehiculo al marco inercial es:

1 s¢ tanf co tand
w,' =10 co —5¢
0 secl s¢p co sech

Por otro lado, dado que el cuerpo posee diferentes ejes de rotacion, se pueden tener
diferentes momentos de inercia en torno a tales ejes. El tensor de inercia contiene todos

esos momentos de inercia y se define como:

[w [xy [zz
I= I, I, I, (2.6)
[zx Izy [z

De la segunda ley de Newton para movimiento rotacional tenemos que:

T=1xa (2.7)
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donde 7 es el torque aplicado, I es el momento de inercia y « es la aceleracién angular.

La ecuacion (2.7) puede ser representada en forma matricial como:

Ty | = | Lya Ly Iy Qry
TZ IZ.’K [Zy [ZZ sz

donde {r,, 7, 7.} son los torques aplicados en los ejes {x,y, 2}, respectivamente, la acele-

racion angular estd dada como a = dw, v w es la velocidad angular.

Momento de inercia

El momento de inercia I estd dado como:

I =mr? (2.8)
donde
m : Masa
r . Distancia al eje de rotacién
Momento Angular
El momento angular esta dado como
L=1w (2.9)

Dado que el momento de inercia estd dado como I = mr? y la velocidad angular como

w = v/r, podemos expresar el momento angular en forma vectorial como:

L=mFx7 (2.10)

donde

=

. vector de posicion desde el punto de rotacion hasta la posicién de la particula

<y

. velocidad lineal de la particula
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dado que la velocidad de la particula & = & x 7, entonces L = m# X (& X 7)
Utilizando la propiedad de triple producto vectorial (a x (b x ¢) = (a - ¢)b — (a - b)c),

resulta:
L =m[r’& — (F- &)7] (2.11)
o equivalentemente:
L=m|r*| &, |- y || dy y (2.12)
W, z W, z

De aqui que el momento angular en cada una de las direcciones {x,y, z} esta dado por:

mlriw, — (Tw, + yw, + 2w, )z]

L, =
L, = m[riw, — (zw; + yw, + 2w,)y] (2.13)
L, =m[r’w, — (zw, + yw, + 2w,)z]
Lo que agrupando términos resulta:
L, =m[(r? — 2*)w, — ryw, — x2w,]
L, =m[(r* — y*)w, — Tyw, — yzw,] (2.14)
L, =m|[(r? — 2})w, — 12w, — yzw,]
Finalmente, representando en forma matricial tenemos:
L, r?—a2?  —ay —zz | [ w,s
L, |=m| —zy r*—y* -—yz Wy (2.15)
L, —xz —yz  r?—2? || w:
Por otro lado, dado que L = Iw, es decir:
Ly | = | lya Iy Iy Wy
LZ ]ZID IZ'y ‘[ZZ wZ i
entonces los términos de la diagonal principal estan dados por
Lo = m(r* — %) = m(2? + y* + 22 — 2%) = m(y? + 2?)
=m(z? +y? + 2% — y?) = m(z* + 2?) (2.16)

Ly, =m(r? —y°)
L. =m(r? = 2%) = m(z® +y* + 2* = 2°) = m(a? + ¢)
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De igual forma, los términos fuera de la diagonal estan dados por:

Iy = Iy, = —may
l..=1,=—-—mzxz
I, =1,=—-myz

Finalmente, el tensor de inercia resulta como:

T R
I=m —zy (2P + 2% —yz
—xz —yz (22 4 2?)

(2.17)

(2.18)

Por otro lado, para ejemplificar la obtencién del tensor de inercia considere la aeronave

mostrada en la Figura 2.4, donde se presenta la aeronave bajo una perspectiva en dos

dimensiones de la geometria y distancias consideradas.

Xb
ls A
F===———-- |
T [ _ o
1 ms l me
1 - K3
ly, - G
1 Y ll: ma ms3
! b
[ S S
< Rz
1
I 1
3
1
1
L z o
mi ma

Figura 2.4: Aeronave de seis rotores en el plano X — Y.

Sustituyendo valores de acuerdo a la ecuacién (2.18) se tiene:

Lo = mu[2+d3] +mo[l3 + 3] + ma[(—1s)? + &3]+

mal(—l)* + d?] + ms[12 + 3] + me[(—15)° + ]

Ly, = mi[(=l3)* + &3] + ma[l? + d3] + ma[l? + d3]+

ma(—13)* + d3] + ms[13 + d3] + me[(13 + d3]




24 2.1 Modelo para el modo multirrotor

L. = ma[(=13)* + 2] + mo[l? + 13] + ms[l? + (—14)?]+
mal(—13)* + (=16)°] + ms[13 + B3] + me[(&3 + (—15)?]
Iy = [yx = _ml(_l3)(l6) — malyly — m3(l1)(—l4)—

m4(_l3)(_l6) — mslals — mﬁ(l2)(_l5)

= mllglG — m2l114 + m3l1l4 — m413l6 — m51215 + m612l5

I.=1., = _ml(_l3)(d1) — malidy — mglida—
m4(—l3)(d1) — mg,lgdg — m6l2d3

= mylsd; — malidy — mglidy + malsd; — mslads — melads

[yz = [zy = —m1l6d1 — m2l4d2 - mg(—l4)d2—
m4(—16)(d1) — mslsds — m6(—l5)(d3)

= —maledy — malady + mzlady + myled; — mslsds + melsds.
Sin embargo, tomando en consideracion que dy = d3, m; = Mo, M3z = My, M5 = Mg la

matriz de inercia resulta como:

z

I, I,
0 0. (2.19)
I

I =

oo

[Z{L‘

z

2.1.2. Modelo dinamico

Formulacién Newton-Euler

Para describir las dinamicas del UAV, se considera la formulacién Newton-Euler cuyas
ecuaciones describen los movimientos lineales y angulares. Las ecuaciones relacionan el
centro de gravedad con la suma de fuerzas y torques que actian en el vehiculo. De acuerdo
a las ecuaciones de Newton-Fuler, la suma de la aceleracién angular sobre el marco inercial,
la fuerza centripeta y la fuerza giroscopica es igual al par externo del vehiculo.



2.1 Modelo para el modo multirrotor 25

Ecuaciéon para los movimientos de traslacion

Con referencia al marco de coordenadas cuyo origen coincide con el centro de masa del

vehiculo, las ecuaciones de Newton-Euler se pueden representar como:

r=v,
mV = RF, (2.20)
F=R"F,+ F, + F,
donde:
F= fuerza total que actia sobre el centro de masa.
m= masa de la aeronave.
F,= fuerza de gravedad.
F,= Fuerza de arrastre.
F,= Fuerza de propulsién.

V= (%,9,2)7, es la velocidad traslacional con respecto al marco inercial.
La fuerza debido al peso del vehiculo esta descrita por:

0
F,=1 0 |. (2.21)

La fuerza de arrastre esta relacionada con el vector de velocidades referente a x, y y z:

Ft — _kft F, (222)
donde ky = {k:fm Epry Epe ! representa las constantes de arrastre aerodinamico.

Por otro lado, el empuje en el UAV se genera debido de la rotacion de las hélices en
un medio (aire) que le permiten elevarse por una fuerza aerodindmica perpendicular al
plano de giro. Por lo tanto, el empuje principal (en direccién de z) se obtiene sumando
las fuerzas de empuje generadas por cada uno de los motores del UAV hibrido. La Figura
2.5 hace referencia a una representacion grafica de las fuerzas de empuje y la direccién de
giro de las hélices de la aeronave. La fuerza de empuje se puede representar de la siguiente

manera.

E,=10], (2.23)
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Figura 2.5: Fuerzas de empuje generadas por los motores del UAV.

donde (u, = fi+ fo+ fa+ fi+fs+fo = S0, fi). Asimismo, la fuerza generada por cada
motor esta relacionada directamente con la velocidad angular (w) mediante la siguiente

expresion:

f=Fk (2.24)

donde k; es la constante de empuje.

Entonces, la dindmica de traslacion para el UAV puede describirse como:

0 —Kfip T
mV=| 0 |+R —ksy v + Ru,
—mg —kp, 2



2.1 Modelo para el modo multirrotor 27

[0 ] . —kfig @ . 0
=|0|+|—|R|—kpyy|+ () R|O],
m m
Z —9] —kpez 2 U,
[0 ] 1 c cp sp s0 chp—ch s co sl cp+ s s| | —kpy &
=10+ - cl s cp sl cp+ sp s cp sO s — s | | —kpy vl (2.25)
= —s6 s¢ cl co cl —kp 2

(cd 50 5 — 56 i) u,

1 (¢ sO e + sp sp) u,
)
(cp cB) u,

Finalmente, efectuando operaciones respecto a la transformacién del marco de referencia
cuerpo al marco inercial se tiene:

i = 7711 [—kfre @ cl ) — kpy § (50 s0 cp — o s9) — kpiy 2 (cp SO cip + s s1))]
L (e 58 e+ 56 sv].

y= 7711[ kpro @ €O 510 — kpyy g (cd s0 cip + s s00) — k. 2 (ch 560 s — s5¢ c)]  (2.26)
F[(eo s 50— 56 o]

7= :ﬂ[ ko @ 56 — kpry § 5¢ b — ke 2 ¢ cf + (c¢ ch)u.] — g.

Ecuacion para los movimientos de rotacion

El movimiento de rotacion a diferencia del de traslacién se realiza mediante las fuerzas
tangenciales de los seis rotores. Estas fuerzas pueden sumarse o restarse en funcion del
signo o sentido de giro de las fuerzas tangenciales. La ecuacién para describir la dinamica

de rotacion es

IN=-QxIQ+7—7, -7, (2.27)
donde:

)= velocidad angular.
Q= aceleracién angular.

= torque o momento debido a los actuadores.
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To= torque o momento de resistencia aerodinamica.

T,= torque o momento asociado al efecto giroscépico.

El torque o momento debido al movimiento rotacional del UAV, puede ser descrito como
un vector que contiene los torques que generan el movimiento en Roll (¢), Pitch( 0) y
Yaw (¢) como 7 = [7’¢ To Tw]T, cuyas componentes se relacionan con los angulos de
orientacién. Asimismo, cada rotor de la aeronave produce un torque (7y, T2, 73, T4, T5 ¥
Te) que es directamente proporcional a la fuerza de empuje. Usando los seis rotores y me-
diante una combinacién adecuada de velocidades angulares es producida la rotacién del
vehiculo. Esto quiere decir que, los torques para los movimientos referentes a los dngulos
de Euler se obtienen usando una combinacion de los torques generados por los rotores.

Por ejemplo, el movimiento en roll es empleado para generar una rotacién del UAV al
rededor del eje (z3). Esta accién se logra aumentando o reduciendo el empuje producido
por tres de las propelas del lado derecho o izquierdo segtin sea el caso. En otras palabras,
el torque 7, requerido se obtiene mediante mediante la siguiente combinacién de torques:

To =T1+ To+ 75 — (T3 + T4 + T¢), (2.28)

Si T+ 7+ 75 > 13+ 74+ 76 se produce una rotacién en sentido positivo, en caso contrario
(13 + T4 + 76 > 71 + T2 + 75) el sentido de rotacién es negativo. La representacion grafica

de la generacion de este movimiento, se presenta en la, Figura 2.6

E

><

Figura 2.6: Generacién del movimiento en roll.
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El movimiento en pitch (Figura 2.8) es empleado para generar una rotacion del multi-
rrotor al rededor del eje (Y;). Esta accién se logra aumentando o reduciendo el empuje
producido por las propelas frontales mientras que se aumenta o reduce el empuje de las
propelas traseras de acuerdo el movimiento deseado. Es decir, el 7y requerido para este
movimiento se obtiene mediante mediante:

To =Ty + T3+ 75 + 76 — (71 + Ta). (2.29)

Por otro lado, considerando que momento es igual a fuerza f por distancia d, i.e. 7 = f xd,
entonces [57, 58].
7o = file + fala + fsls — fala + fals + fols,
79 = file + fola + f5ls — f3la + fale + fols.

En la Figura 2.7 se muestra una vista superior de la aeronave, asi como la descripciéon de

(2.30)

ciertas longitudes basadas en la ubicacion de los rotores del vehiculo.

Figura 2.7: Vista en 2D para la descripcién de distancias.

La rotacion en yaw (Figura 2.9) se genera a partir del aumento o reduccién de la
velocidad de los tres rotores que giran en sentido horario y el aumento o reduccién de la
velocidad de los otros tres rotores que giran en sentido antihorario. Sin embargo, se debe
considerar un efecto giroscopio definido a partir del momento de inercia y la aceleracién
angular de cada motor. Por ello, 7, es definida como:

6
T = Y _TM;, (2.31)

i=1
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donde 7M; = Ipj,wy,. I, es el momento de inercia y w,, es la aceleracién angular producida
por cada motor. Por lo tanto, los torques de los angulos de orientacion se obtienen como:

To fils + fola + fsls — fals + fals + fels
T= 79| = | fils + fola + f5ls — f3la + fals + fols] - (2.32)
Ty ?:1 TM;

El vector 7 es el que habitualmente contiene los torques de control.

Figura 2.8: Generacién del movimiento en pitch

Figura 2.9: Generacién del movimiento en yaw
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Por otro lado, el torque o momento de resistencia aerodinamica se describe a partir de

las velocidades angulares
Ta:p
Ta = |Tay | »
Taz

(2.33)

kfax p2
= kfay q2 )

kfaz T2

donde kg, es la constante de fuerza aerodindmica para z, y y 2z respectivamente.

En cuanto al movimiento de rotacion producido por el rotor y la hélice, se genera un
efecto giroscopico que actia sobre la aeronave en el marco de coordenadas del cuerpo. El
efecto giroscopico depende del momento de inercia de la propela (1), la velocidad angular
de los rotores (w,) y la altitud del vehiculo, que se puede expresar por

6

Tg = ZL%(Q X wri)a (234)
i=1
0 P 0 q Wy
To=1 [Q2x |0 =1I.||q| x |0 =1 |-pwl, (2.35)
Wy r Wy 0
donde w, = —w; + wy — w3 + Wy — wWs + ws.

Sustituyendo (2.35), (2.33) y (2.19) en (2.27)

Lo 0 I.||p pl  |Le 0 L.l |p| |7 kfaz P° I, q w,

0 I, O0||¢gl=—|a|x|0 L, O] |q|+|m|— |ktay | — |1 pwr|,

I, 0 I | |r T L, 0 I,| |r Ty ktq- r? 0
p L. 0 L. q(rlyy —ple —rl..) Ty kfaa D I q w,
gl=10 I, O p(pLe+rl, —rly)—rrl,| + |170| — |kfay @ — |—1r p wr
P L. 0 1. q(rle + 71, —ply,) T Kfon 12 0

(2.36)
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Cuando el vehiculo o UAV se encuentra en una misién de vuelo y no produce inclina-
ciones considerables, las direcciones de los ejes cuerpo y las direcciones de rotacién estan
casi alineadas con los ejes de referencia. Es decir, la componente p produce practicamente
solo cambios en ¢, g en 6 y r en 1. Por eso las derivadas de los angulos se aproximan a
las velocidades angulares cuerpo. Mediante un proceso de linealizacién respecto al punto

de operacién (angulos pequenios) es posible obtener la siguiente relacion:

. p
0|~ |ql - (2.37)
Y r

Considerando la ecuacién (2.37) se puede derivar una expresion para la aceleracion angular

COIMo:
. _1 . . . . .
925 Iaca: 0 Ia?z 0 (¢]yy - ¢]zac - sz) T¢ kfaa: ng ]T 0 Wy
é - 0 Iyy 0 ¢ (¢IZI + Q/}-[zz - wlxm) - ¢wlzvz + To | — kfay 92 - _[7“ ¢ Wy
w Izm 0 [zz 9 (w[zx + w[xz - (b[yy) T@Z’ kfaz wQ 0

(2.38)

Efectuando las operaciones, las ecuaciones que describen la dinamica rotacional son

é = ZZIZ [9 (¢[yy - (blzx - lb[zz) - él + T¢} - f [0 (w[zx + Z/}Iarz - élyy) - 53 + TI/)} )

1

0= T [¢ (¢[zx + z/jjzz - wjxx) - wwsz - 52 + 7—9:| )
vy
(2.39)

con a; = (Ixm-[zz - Imzlzm>7 51 - kfamq.bQ + Ir ‘9 Wr, 52 - kfay 92 - Ir Qb Wr Yy 53 - kfaz 1/}2-
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Por lo tanto, las ecuaciones dinamicas de la aeronave son la siguientes:

i = ;[(c¢ sO ¢ + s¢ sp)u,] + &,
1
= [(cp O st — sp c)u,] + &,
1
3= - [(co ch)u,] — g+ &,
L I (2.40)
¢ = a—l[a2+7¢]—a—l[a3+rw]+£¢,
= ! I
E {a4 - ¢1/J zz T 7—6’} + 597
1.
¢— [a3+7w]—?1[a2+7¢]+§w

con &, = Cx Lk & O )+ kpyy § (5@ 80 ) — ¢ s1) + kg 2 (co sO cip + s¢ si)],
&y = Cy — [k‘fm &l s+ kpy § (cp sO cp + s s¢) + kpy 2 (cd s0 s — s )], &, =

Co— L kg & 80 — kpuy ) 56 0 — kprs 2 06 ], €5 = Gy — zz& mis &

;&0 =C— —
Ixm&i + Izmgl

yy
a a

Yy gib = €¢ - , A1 = (]xzjzz - Ia:zlzx)y ag = Q(t) <¢(t)]yy - ¢(t)jzx - ¢(t>lzz)a
o = 000) (B0 o+ 000) e — 601 1,). 05 = 900) (HO)Loe 4 000 e — D00) )

Los términos (y, Cy, G2y Cg, Co ¥ Gy, son términos relacionados con las perturbaciones,

incertidumbres o dinamicas no modeladas de los movimientos de traslacion y orientacion.

2.2. Conclusiones

En este Capitulo se describe la dindmica del vehiculo aéreo bajo la formulacién de
Newton-Euler considerando los momentos de inercia y efectos aerodinamicos. Las dina-
micas basadas en la traslacién y orientacion del vehiculo toman en consideracién pertur-
baciones desconocidas pero acotadas. El problema se enfoca en proponer estrategias de
control para ejecutar una misién de seguimiento de trayectoria en donde es posible enfren-

tar condiciones adversas. También, en esta seccion se hacen ciertas consideraciones que
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permiten reducir algunos términos de las ecuaciones finales. En los siguientes Capitulos

se utiliza el modelo para el diseno y validacion de los controladores.



Capitulo 3

Algoritmos de control

3.1. Estrategias de control para modo multirrotor

En esta seccion se describen tres estrategias de control aplicadas al modelo de la aeronave
en modo multirrotor. Inicialmente se presentan algunas consideraciones realizadas para
fines de controlar el sistema. Después, se describe una estrategia tipo PD robusto, en don-
de se muestra un algoritmo para la sintonizacion de las ganancias de control. Ademas, se
contempla un control virtual sobre las posiciones en x y y que, se explica a continuacion.
Posteriormente se describe una estrategia de control basada en modos deslizantes integra-
les, que consiste en proponer una superficie de deslizamiento y obtener la ley de control
a partir del formalismo de Lyapunov. Esto con el objetivo de generar un controlador ro-
busto con caracteristicas de rechazo ante perturbaciones externas. Finalmente se describe
una estrategia de control robusto basado en la teoria del control por modos deslizantes
dindmicos. Se propone una superficie de deslizamiento con una estructura tipo PID, y se
obtiene la forma de la accién de control.

3.1.1. Preliminares

Para propositos de control y realizar simplificaciones en el modelo dinamico del sistema,

se realizar ciertas consideraciones que se describen en los siguientes puntos:

= El centro de masa del vehiculo coincide con el origen del marco de referencia en el

cuerpo.

35
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A bajas velocidades, los efecto aerodinamicos no son considerados.

(0

T ™
= La aeronave no realiza maniobras agresivas, es decir —3 <o < 775 <l < 5

= La velocidades angulares referentes al marco inercial y al marco del cuerpo son las
mismas a velocidades bajas.

» Sobre las dindmicas de orientacién en (2.40) solo actian 7, 7y y Ty respectivamente.

» El término de perturbaciones o dinamicas inciertas del sistema, asi como sus varia-

ciones, satisface la siguiente condicion:

lE@NI<1, E@)I<02, 0 <8 < 00, 0 < < o0, (3.1)

» Al no considerar los términos de coriolis en la dindmica de la aeronave descrita en
(2.40) se tiene:

6] [k
¢ Iﬂﬂp

al

Entonces, la dinamica de traslacion y orientacion de la aeronave, bajo las consideraciones

mencionadas anteriormente es:

i = ;[(cosgb sinf cost +sin ¢ sin)u,] + &,
= ;[(cos ¢ sinf siny —sing cosY)u,] + &,
3= i [(cos ¢ cos@)u,] — g+ &,
m
" (3.3)

e
¢ T Eo

. 1

0= —Ty + 597
Ly,

Y= CTITw + &y

donde &, &, &, &y, &b, v &y son las perturbaciones y/o dindmicas no modeladas sobre
la posicion y angulos referidos. De dichas perturbaciones no se sabe su forma especifica,



3.1 FEstrategias de control para modo multirrotor 37

sin embargo se tiene el supuesto de que estan acotadas. Es decir que, de forma general

I€]I> < 3, 0 < 6.

Para facilitar el disefio de controladores en este tipo de aeronaves, se suele emplear
una metodologia enfocada en analizar la dindamica del sistema mediante la separacion
en subsistemas que pueden ser controlados de forma independiente. Estos subsistemas se

definen agrupando las ecuaciones dinamicas de la siguiente manera:

Subsistema de altitud: El primer subsistema contempla la altura de la aeronave (z):

{ Z= ;[(cosqb cos)u,] — g+ &, (3.4)

Subsistema direccional: Se trata del dngulo de guinada (¢) del sistema:

{ )= Iﬁﬂp + &y, (3.5)
a1

Subsistema longitudinal: Este subsistema integra las dindmicas de traslacion respecto
a z y el cabeceo (0) del UAV:

o= ;[(cosqb sinf siny —sin¢ cosY)u,] + &,

1

o = TTM-SQ,

vy

(3.6)

Subsistema lateral: El cuarto subsistema describe las dinamicas de traslacién respecto
a y y el angulo de alabeo (¢) del vehiculo:

i = ;[(COS(b sin€ cosv +sin¢ siny)u,] + &,

9 [ZZ
= —T —l— s
e €s

(3.7)

Los subsistemas se definen de esta manera considerando que el UAV es un sistema subac-
tuado y por lo tanto existe acoplamiento entre las dindmicas de traslacién y rotacion. De
(3.6) podemos ver que una variacién del &ngulo # produce un cambio en la posicién z; lo
mismo sucede en (3.7) con ¢ y y. En cuanto a (3.4) y (3.5), las dindmicas estan desaco-
pladas ya que v es independiente de z. Por otro lado, se considera la siguiente entrada de

control por realimentacién linealizante:

m

U= cos ¢ cos 9(9 ). (3:8)
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Entonces, al substituir (3.8) en las dindmicas de traslacién de los subsistemas (3.4), (3.6)

y (3.7) se tiene:

) ( sin w) B
Z = [tanfcosy + tanp—— | (g + u.) + &,
cos
) ' cos ¢ _ (3.9)
= tan@smzﬂ—tarmﬁm (g +u.)+ &,

=i, 46,

Para el control de las traslaciones z y y, se implementaron controladores virtuales, los
cuales se describen a continuacién. Respecto al subsistema longitudinal (3.6) se tiene la
dindmica del error é, = —kje, — kqé,, donde ky, ks son ganancias de control positivas,
entonces la funcién de error (e,) para este movimiento de traslacién esta determinado

Ccomo
€z = T — Trefy
€r = & — Frefy (3.10)

éx =T — g'i'ref-

sustituyendo en la dinamica de & y despejando se tiene

— kiey — koby + Tre sen 1
160 — ky ¢ w) (311)

tanf = — tan o
( g+ u, ¢ cost) | cosiy

note que, x puede ser controlada indirectamente mediante la manipulacion de 6. Gene-

rando un control virtual sobre "z", a través del término tan 6. Por lo tanto

0= arctan{ ( : 2 o tan ¢ smw) } . (3.12)

g+ u, cos ¢ | cosp

Por lo que, si 0 se satisface, la dinamica en z se controla. Entonces se propone que el error
en 0 sea ey = 0 — 0,t. Entonces 6,.; debe tener la misma estructura que 6, esto es:

— kieg — koéy + Eref sin 1
Oref = arctan { ( pory — tan ¢ cos@) cos¢} , (3.13)
y el objetivo es que el
lim ey = lim (6 — O,er) = 0. (3.14)

t—o00 t—o00
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Para el subsistema lateral (3.6) se consideran las funciones de error

€y =Y — Yd,
éy - y - yrefa (315)
éy = y - yref-

La dindmica deseada es é, = —kse, — k4é,, con ks, ks como ganancias de control positivas.

Entonces despejando y sustituyendo en la dindmica de §j se tiene

cost

cos)’

(3.16)

kse, + k1€, — Ure
tan ¢ = (3ygf; Yref

+ tanf sin w)

De manera similar al subsistema anterior, se puede notar que y puede ser controlada
indirectamente mediante la manipulacién de ¢, generando asi, un control virtual sobre y

mediante el término tan ¢ de modo que

ksey + ka€y — Ure cos 0
¢ = arctan { ( v T Y Y f—|—tauné?sinw> } . (3.17)
g+ U cos

Por lo que, si ¢ se satisface, la dindmica en y se controla. Entonces se propone que el error

en ¢ sea €4 = @ — ¢rer. Note que ¢rer debe tener la misma estructura que ¢, esto es:

ksey + kgéy — Grer cos 0
pu— 1 . -1
¢ref = arctan { ( 7+ 4, + tan fsiny cos (3.18)
y el objetivo es que el
tlggo € = tlig%)((b = rer) = 0. (3:19)

Nota. Es importante mencionar que, el pre-control u,, asi como los controles virtuales
relacionados con la traslacién z-y, son utilizados en cada de las estrategias de control (con

la misma estructura y mismos pardmetros) que se describen en la siguientes secciones.

En resumen, tomando en cuenta lo desarrollado previamente, las ecuaciones de cada
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subsistemas son:

Imﬂ?

z :ﬂz_"é.z»
U = YTy + &y,

. sin ¢ ~
= tan@cos¢+tan¢w (9 +u,)+ &,

) (3.20)
0 = 910 + &,

cos 1

9) (g +u.) + &y

)
= (tan&sinl/z —tan ¢
cos
¢ = Y47y + -

1 I

zZ . .
con Yy = — Yo = T Yo = o Sin embargo, realmente las estrategias se basan en el
1 1

y
control de las dinamicas z, ¢, 0 y ¢ dado que, para x vy y se ha descrito previamente el

método utilizado.

Por otro lado, el conjunto de ecuaciones de cada subsistema en (3.20) puede represen-

tarse como un sistema cuasi lineal bajo una representacion en espacio estado como:

z,=Ax, +B.u, + (,, (3.21)
0 0 1 z
iy = Azy + Byuy + (y, (3.22)
efi] wef2) o[2)
9 = Azg + Boug + (o, (3.23)
01 0 0
[l e fi) )
iy = Az + Bgug + G, (3.24)
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O de manera general se tiene:

;= Ar; + Biw; + ¢, (3.25)
01 0
A= ; Bz: 5 ) = ) 797 .
[O O}, qi] = 26,00

para ¢ = z el término ¢; toma el valor ¢; = 1 y para ¢ = ¢, 0,1, ¢; = ;.

La matriz A € R?*2 es la matriz de estado o transicién, B; € R? es el vector asociado a
ala entrada de control y el vector (; contiene las perturbaciones externas y/o incertidum-
bres dinamicas. El problema consiste en proponer una entrada wu; que permita al vehiculo
seguir una trayectoria y, al mismo tiempo, rechazar perturbaciones. A continuacién se de-
sarrollan tres estrategias de control utilizando el concepto de estabilidad uniformemente

acotada (UUB).

3.1.2. Control PD robusto

El disenio de esta estrategia de control tiene como primer objetivo desarrollar una re-
gulacién de la altura (z), para posteriormente estabilizar el resto de los subsistemas. La
estructura de los controles en esta estrategia es la de un control proporcional derivati-
vo (PD), en funcién de un error calculado como la diferencia entre la posiciéon o dngulo

medido menos la posiciéon o angulo deseado.

Entonces se establece una estrategia para la estabilizacién en z mediante la funciéon de

error:
€z = Z — Zref,
€, = % — Zpet, (3.26)
€, =2 — Zret.

La dinamica del error esta definida como: é, = —kse, — kgé,, donde ks, kg son ganancias

de control positivas. Entonces se define la siguiente entrada de control:
ﬂz = _k5€z — k6€z + éref- (327)

En cuanto al dngulo ¢ (dngulo de rotaciéon no relacionado directamente con z, y, z), se
propone la funcién de error

ey = — ref,

ép = — Ve, (3.28)

éiﬁ = ¢ - wref-
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donde la dindmica del error es é, = —ki1ey — k12€y, v ki1, k12 son ganancias de control

positivas. Entonces se propone:
L1
Ty = (—kney — ki12éy + Prer) —, (3.29)
Ve
con a; = (I, 1., — I..1..). Respecto al angulo de cabeceo 6 se tienen las funciones error:
€p = 0 — erefa

é@ - 9 - érefa (330)
€o = 9 - éref-

donde se tiene la dinamica €y = —kgey — k1p€g, kg, k19 son ganancias de control positivas.

Por lo tanto la consigna de control es:

79 = (—koeo — K10ty + 90{)%. (3.31)

Por 1ltimo, en cuanto al angulo de alabeo se establecen las funciones de error

€p = Cb - ¢ref7
é¢> = (b - (bref; (332)
€p = @ — Oret-

se busca la dindmica é, = —krey — kgéy, donde ko, k1o son ganancias de control positivas.

Por lo que la accién de control se propone como:
|
T — (_k76¢ — k86¢ + ¢ref) 7* (3.33)
¢

Analisis de robustez del control PD.

Para esta estrategia se propone un algoritmo para obtener ganancias que generen ro-

bustez a la entrada de control. Primero, se considera que | ¢ |< 7 . Ademds, se busca

que 1 = 0. Por 1o tanto thres = 0, Yyer = 0 ¥ thres = 0. De (3.28) se tienen las funciones de
erTor:

ey =1,

by =1, (3.34)

61/):7707



3.1 FEstrategias de control para modo multirrotor 43

y en ConsecuenCia
. 1 ¢
€p = — Ty =+ b
Yo

La dindmica con relacién a ¢ se puede describir como en (3.22):

Ty = Ay + Byuy + Gy, (3.35)

0 1 0 0
A:[() 0], B¢=[1]7 uy = Ty, wa[Z] Qp:[w],

Para el disefio de un control estabilizante se considera el estado extendido x], = [t Y,
y se propone una funcién de energia Vi, (vy) = z,Pyzy, donde la matriz Py, € R™" es
definida positiva (0 < Py, Py, = P,T).La derivada temporal de la funcién de energia a lo
largo de las trayectorias viene dada como

Votea) = [o i) |5 + [0 9Py |}
. . 0o 1] 0] 0
Vi(wy) = [v ﬂpw{ 0 0] Z + " uy + ‘, }+
1o 0 -
{[¢ Qﬁ} |:1 0 +11¢[0 ’7¢_+_O 51#}}]?111 Z .
Note que si
uy = ky m , ko = [k o] (3.36)
Entonces

Vi(wy) = 2l Py {Azy + Bykyry + &} + {aL AT + 2l kBT + €] | Py,
que es equivalente a

P,A +P,Byk, + ATP, + kB, P, P,
P, 0

Lap
&J . (3.37)
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Sumando y restando los términos ay, Vi, (xy), £4]/€p]|?; para los escalares positivos ay, £y,

se obtiene la siguiente relacion:

— ayVy(&y) +eplléll?, (3.38)

Vi(zy) = [ZZ] W, [ZZ

con
Ww _ PwA + Pwakw + ATP¢ + kLB¢TP¢ + Q¢P¢ Pw
P1l1 _81/1[ )
Ahora bien, suponiendo que [|£,]|? < dy
T
. x T
V¢(l’¢) < v Ww [ 1/)] — aww(xw) +€w5¢. (339)
¥ &y
Si Ww = W¢T <0
Vip(zy) < —ayVi(my) + €40y (3.40)
Aplicando el lema de comparaciones
CZV;Ly €¢5¢,
—_— = — Vy — —— 3.41
0 % to
dr _
/V_qufszp Oéw/dT,
P ay t
In |V (8) — 222 — 10|V (tg) — 22| = st — to),
Ay Qy
0y
(t)—
In ' 604% = Qy (t — to),
Vw(to)—zww

por lo tanto, la solucién viene dada como

Vd,(t) = <V¢(t0) — ﬁ) exp {—Oéw(t - to)} + a[O/)éj/) (342)

Note que Vy(t) = z},Pyzy. Por medio del teorema de Rayleigh-Ritz

Amin(Py)||y[|? < 2 Pyay < Ap(Py) |2y,
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tomando la primera desigualdad y sustituyendo en relacién a (3.42) se tiene

Eply €0,
Pl < (Valto) = 2% oxp et — )} + 2

0. €40
2 1 Ey0y <Yy
H.T¢H S 7)\7”_"(131/)) { <Vw(t0) aw > eXp{ Oéw(t — to)} + ay }

Definicién 1 (FEstabilidad uniformemente ultimamente acotada, UBB [59]): Sea el sis-
tema:

B(t) = f(t,2(t), a(te) = w0 t > to, (3.43)

la solucion de (3.43) es uniformemente dltimamente acotada (UUB, por sus siglas en
inglés) con limite o cota final b, si existe una constante positiva a > 0 independiente de
to > 0, tal que para un 6 € (0,a) existe un T =T(5,b) > 0 tal que:

| z(to) |[< 0= z(t) |[<b, Vi>to+T.

Para un ¢, suficientemente pequeno

g0y
lim ||zy))? < —at.
i Amin (Py )ty
Por lo tanto, para x, que describe las trayectorias de 1, se garantiza estabilidad uniforme-
mente tltimamente acotada. Esto debido que existe una Vi, (x,) > 0 tal que Vi(zy) < 6y
y en donde después de un tiempo finito, z,, permanece sobre una regién cuya cota final

es
Eyly
By =15
)‘min(Pw)o%
Note que para el disefio de control, ay, determina la velocidad de convergencia, mientras
que ¢, define el tamano de la regiéon de atraccién. Entonces, lo anterior garantiza que
Y € (—PBy, By) vy para un B, muy pequeilo cosy) = 1 mientras que sinty = 0. Ademas,
para los subsistemas longitudinal y lateral se tiene

& =tan 0 (g + u.),

( — kiey — kaéy + xf) (3.44)
O.of = arctan — :
g+,
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Y=

k3€y + k4éy - yref (345)
Oref = arctan — cos 0 ;.
g+u,

Se puede deducir que, el tiempo de convergencia viene expresado como

_ 1 1. Ve(to)—By
T, = ™ In o) (3.46)

En (3.39) se considera W,, < 0. Esto implica un problema de desigualdad matricial,
en donde se deben obtener los valores de ky, y Py para garantizar que

PwA + Pwakw + ATPd, + kZTLBd,TPw + O%Pq/, Pw

< 0,
Pw —wa

es definida negativa. Se puede deducir que especificamente se trata de una BMI. Dar
solucion a este tipo de expresiones no resulta una tarea sencilla. Por tal motivo, se propone

una transformaciéon 7" W, TT < 0. Para el caso de estudio

P, 0]

T = .
0 I

Entonces:

AP, ' 4+ BykyPy '+ Py AT P, RIBT Py Ty T ] 0
I —81/)] .

Ahora, se proponen los siguientes cambios de variable:
Xy =P, Vi = kyPy™!
entonces

AX,+B Xy AT BT X, 1
[ w+ Bydy + w] + VBT + oy ]<0, (3.47)

—epl
se puede observar que (3.47) ahora es una LMI, y es posible darle solucién por medio
del uso de métodos numéricos especificos para solucion de LMI’s. En el caso de estudio,
se obtiene la solucién de la LMI en (3.47) para obtener las ganancias de control k. La
solucién se genera si y solo si existe una matriz definida positiva X, y una matriz ), que
satisface la LMI, donde:
P, = XJl, ky = YyPy.
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Ahora bien, el algoritmo para la obtencién de las ganancias de control con caracteristicas
robustas se replica para z,  y ¢ mediante las representaciones dadas en (3.21), (3.23) y
(3.24) respectivamente.

3.1.3. Control Robusto basado en DSMC

Esté control se basa en la teoria del control por modos deslizante dindmicos. Para tales
efectos, se propone una superficie de deslizamiento con la incorporacién proporcional, in-
tegral y derivada de la variable de deslizamiento (superficie de deslizamiento tipo PID).
Ademas, dado que la superficie deslizante es un sistema de segundo orden de la varia-
ble de deslizamiento, se obtiene una senal de control para las dindmicas de la aeronave
del proyecto en cuestién. Asimismo, se busca generar una entrada de control que pueda

mitigar dindmicas no modeladas y/o perturbaciones.

De manera general, se considera un sistema no lineal afin al control con perturbaciones:

AZ + Bu + &,
t(0) = %o, £ = f(Z) + g(T)u — AZ + Bu + A,

x

(3.48)

8

donde z € R" en el tiempo t € R. La entrada de control viene dada como u € R™, y A, B
son matrices constantes conocidas con las dimensiones apropiadas. Ademas, se asume que
el par (A, B) es controlable, el vector de funciones f : R" — R" y g : R" — RP definen en
mapeo de las dindmicas del sistema (3.48). B € R™*™, y A representa las perturbaciones
externas en R”. Las incertidumbres del sistema y las perturbaciones externas se denotan
como . Para representar el sistema nominal en una dindamica de control acoplado se

introduce una transformacién z = Tz, donde T € R"*" viene dada como:
T
T=|Np B, (3.49)
Entonces a partir de la transformacion, el sistema (3.48) tiene la siguiente representacién:

f=Az+Bu+€& 2(0) = T, (3.50)

donde A = TAT !, B = TB y ¢ = T¢. Se tiene el supuesto que, el sistema (3.50)
contiene perturbaciones e incertidumbres que no se desvanecen, y sus efectos adversos no

pueden mitigarse con una accién de control clasica. Entonces, para reducir tales efecto,
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se propone una superficie de deslizamiento tipo PID ®(¢) : R™ — R™ como:

t

0(1) = Kipll) + Ko | olr)dr + Kip(0). (3.51)
donde ¢(t) € R™ es la variable de deslizamiento definida como ¢(t) = z3 + Rz, los
términos K;, Ky K3 vy R € R™ (™) gon ganancias de control. Entonces el problema
se divide en dos etapas. La primera consiste en obtener una senal de control admisible
u tal que la variable o pueda converger al conjunto T = {z € R" : [|¢(t)|| < §,V t > Tr},
0 < ¢. La segunda es obtener los valores de las ganancias (K;, Kj, K3, R) tales que,
reduzcan los efectos de las incertidumbres o perturbaciones. El problema se estudia a
través de concepto de estabilidad UBB. Note que, el sistema (3.50) puede representarse

de la siguiente forma:

21 = Anzl + A1222 + 5}, 21(0) =z
29 = Aog121 + Agaze + & + Bou, 29(0) = 2

=Oo

’ (3.52)

Y

NO

donde All c R(n—m)x(n—m)’ A12 c R(n—m)xm’ A21 c Rmx(n—m), A22 c Rmxm’ y BQ c

R™*™_ También, se considera la siguiente entrada de control:

a(t) = =By K3 {(Ks {QuAn+Qodn} +Ki1Qu) 21 (1)
+ (K3{Q1A12+Q2A%» } +Ko+K Qo) 22(t)
+ (K3QaB2+K 1 By) u(t) + psign(®(t))},
(3.53)
sign(®1 (1))
sm@@)=| : |, u©)=0
sign(®,,(t))

con Q; = (A + RAp), Q2 = (Axx + RAjp). Ademads, p = diag (p1, -, pm) €s una

matriz definida positiva de dimensiones m x m. La accién de control corresponde a un

clase de control por modos deslizantes dinamicos (en las siguientes secciones este con-

trol se denomina como controlador robusto RC) la cual, al ser integrada, permite ate-

nuar el fenémeno de chattering. Asimismo, se propone que, después de un tiempo finito

t, = *O{—fvé(q)(to)) + to, y mediante la funciéon de almacenamiento V(P (t))= injlfl)?(t),
i=

se propocia una convergencia a ®(t) = 0,, que constituye la superficie de deslizamiento
descrita en (3.51). Por ello, es necesario llevar a cabo una prueba de convergencia.
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De la funcién de almacenamiento V;(®(¢)), su derivada temporal se expresa como:
Vi(@(1)=27(¢) (K1(t) +Kap(t) +Ka (1)) - (3.54)

Dado que la primera y segunda derivada temporal de la variable adjunta ¢(t) € R™, a lo
largo de las trayectorias del sistema (3.52), estan dadas por:

o(t) = Quzi(t) + Quza(t) + [R, Im} £(z,1) + Baul(t),
G(t) {Q1 A1 + QaAz } 21(2) )
+{Q1 A2 + Qo Az} 32(75) +[Q1, Qof&(2,1)
+QuBou(t) + [R, L] &(2,t) + Bai(t).

(3.55)

Aqui, I,,, denota la matriz identidad de dimension m x m. Entonces, la derivada temporal
de la funcién de almacenamiento, a lo largo de las trayectorias del sistema (3.52) bajo la

accién de control (3.53), resulta:
Vi(@(1)) = — @7 (1)pSign(B(1)) + BT(1)x(=. 1), (3.56)

donde x(z,1) = Mg (2, 1)+ Ms(2,1), Mi=K; [Qi, Q2] +K1 [R, L]y Ms=Ks [R, L.

De la consideracién (3.1) se define

€z, )] <6,

(=, t)H <4, (3.57)

donde 3 = |Amax(T)|01, 04 = [Amax(T)|d2, entonces:

Vi(®(1)) < —méx{p;} En:l |[@:(0)] + () x (=, )] (3.58)

Definiendo p; como p; = a; + d; se puede deducir que para 0 < a1 € R, se obtiene la

siguiente expresion:

T(@(1) < —en 3. [:(1)] = —cu|®(2)]
i=1 (3.59)
< —aV3VE(D(1)).

La solucién de la ecuacion diferencial es:

T(®(1) = —an V2 V2 ((1)), (3.60)
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sobre el intervalo de tiempo 7 € [to, ) se tiene:
t 1 t
Vi @(r)avi(@(r) = —n2 [ dr, (3.61)
to to

lo cual conduce finalmente a:

N

(©(1)) = Vi (0(to)) — 2L (t — o). (3.62)

Vi V5

Por medio del principio de comparaciones ([60, 61]), la solucién a la desigualdad diferencial

viene dada como:
Qg

V2

Note que la funcion de almacenamiento (donde su derivada temporal se describe en (3.54)

(NI

V2 (D(t)) < Vi (B(ty)) — Lt — 1), (3.63)

es una funcion definida positiva. Esto quiere decir que eventualmente el tiempo %, se

obtiene al satisfacer:
651

V2

lo que implica que la funcién de almacenamiento alcanza el origen en un tiempo menor o

0= Vi (®(to)) — L (t —t,) (3.64)

igual a t, y permanece alli para todo t > t,.. Por consiguiente, la variable de deslizamiento

converge al origen en el mismo intervalo de tiempo.

También, se puede deducir que después de t,, la variable de deslizamiento ®(t) = 0,, se

satisface y es evidente que:

_ t
O = Kig(t) + Kz | lr)dr + Ky (1), (3.65)
to
o equivalentemente:
O = K1p(t) + Kop(t) + Kap(t) (3.66)
Esto significa que:
p(t) = —K3Kip(t) — Ky Ksp(t)

o) = —K;' {Kl ([R, Im:| 5) — K3 [Qi, Qo) é(z,1)

K3 [R, L]&(z0)—p sign(cp(t))} .
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En este sentido, para una matriz de ganancia acotada Az (RRT) < d5 < 0o se cumple:

HSD(t)H S 567 56 = )\méx(KQ_I) {)\mé,x(Kl)Ml(S?) + MQ} 3

M, :\/Améx([R L. [R L)),

My = (M3 + M304) Amax(Ks) + Amax(p),

My = \/Amax ([Ql Q2]T {Ql QQD'

(3.67)

De la variable adjunta ¢(t) = zo(t) + Rz1(t) y el desarrollo previo, se puede demos-

trar que z9(t) = p(t) — Rz1(t) se satisface. Entonces, de (3.52) se cumple la siguiente

afirmacion:

21(t) = (A — AR) 21 (2) + (1),
C(t> = AlQ@(t) + gl(‘g?t)v 21<0) - z(l)

donde [|C(2)|| < d61/Amax(AlaA12) + d3.

Para garantizar estabilidad UBB se realiza un analisis similar al de la estrategia descrita

(3.68)

anteriormente (PD robuzto). Se propone una funcién de almacenamiento Va(z(t)) =
2] (t)Pz(t), con la matriz definida positiva P € R®=™)*("=m) T4 derivada temporal de
la funcion de energia a lo largo de las trayectorias viene dada como

Va(z1) = 21P {(A}; — AaR)z1 + (1)} + {(A;; — AR)2z1 +((t)} Pz,

que es equivalente a
"[P(A,, — ApR) + (4, — ALR)P P
P 0

21

¢(t)

: (t)] (3.69)

V2<51) = [

Sumando y restando los términos az, Va(z1), €2, ||C(¢)||?, para los escalares positivos az,,

€z,, se obtiene la siguiente relacién:

T

P(A;; — ApR) + (A —ApR)P+ oz P P
P _831[

‘/2(51) = {C(t)
—az, Va(21) + ez, [[C(1)]%

1

C(t)] (3.70)
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Esta ecuacién también puede ser reescrita de la siguiente manera:

.
. Z1 Z1
V = W:, —ag, V; + ez, 1€, 3.71
2(21) L(t)] z C(t)] az, Va(21) + €2, [|C()]] (3.71)
con
W, — P(A);, — ApR) + (A — AR)P + a2, P p '
! P —531]
Ahora bien, suponiendo que ||¢(¢)||* < 0z,
T
. z z
‘/2(21> S [C(llf)] ng [C(;)] — Ckgl‘/z(zl) + 831531, (372)
Si Wz, =Wz T<0
‘/2(21) < _O-/Zl‘/?(gl) + Z':/?11521' (373)
Aplicando el lema de comparaciones
dVa 2,02,
—_— = — 3.74
dt Oégl (‘/2 szl ) Y ( )
lg % to
dr _ /
—a = —q dr,
t/ Vo — £2102, - t
Oégl
€ 1(S 1 € 16 1
In [Va(t) — 22221 —In | Va(to) — =221 | = g, (t — to),
O./gl Ozgl
o
VQ(t)—Ll 2
In 8(;:2/15 = Oz, (t — to),
Vz(to)— 1 1
CYZI

por lo tanto, la solucién viene dada como

€ 15 1 € 15 1
Vi) = (Valto) = 225 ) xp (a0 - )} + Z225

Zl 0(;51

(3.75)
Note que Va(t) = 2]Pz;. Por medio de Rayleigh-Ritz

Amin(P)||21]|* < 2[P21 < Az, (P)l 2%,
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tomando la primera desigualdad y sustituyendo en relacién a (3.75) se tiene

€ 15 1 € 16 1
Pl < (Vi) — 2222 ) xp (a1~ )} + 202

Z1 azl

€ 1(S 1 € 15 1
[ { (wo) - a) exp { ez (t — t0)} 4 } |

2‘:1 OéZl

Esto significa que la solucién la ecuacién diferencial (3.73) en el intervalo de tiempo 7 €
[0,t) viene dada por la cota superior de (3.75). Por lo tanto, la funcién de almacenamiento
Vo(21(t)) representa un conjunto invariante atractivo que permite conluir la estabilidad
UBB. Ahora bien, para las dindmicas z, ¥, 6 y ¢ de la aeronave de seis rotores se plantea

una representacion dada como:

l"z :sz + Bzuz + §Z7
th :Al'w + B¢llw + C¢,
g =Axg + Byug + (p,
i’¢ :AZL’¢ + B¢u¢ + <¢.

(3.76)

Las descripciones en cuanto a los términos y dimensiones se pueden consultar en la seccion

anterior. Asimismo, mediante la transformacién z se tiene:

2, =Az, + B.u, + (,,
2y =Azy + Bypuy + (y,
29 =Azp + Boug + (p,
2o =Azy + Byuy + (4,

(3.77)
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y extendida se tiene el siguiente conjunto de ecuaciones:

2= Az + Aoz + G,
2.0 = Ao12.1 + Az + (2 + Baou,,

g1 = Anzyr + Arozga + (s
Zyo = Anzy1 + Ag2zyo + Cpo + Byauy,
(3.78)
201 = An1zo1 + A12262 + o1,
202 = Ao1201 + Ao2292 + (o2 + Bpouy,

o1 = Anizgr + A2z + (o1,
é¢2 = A212¢1 + A222¢2 + C¢2 + B¢2u¢.

Por otro lado, las superficies de deslizamiento relacionadas a (3.51) para z, 1, 0, ¢ son

t
@.(t) = Kiapu(t) + Koo [ o(7)dr + Kuupu (1),
0
t
D4(t) = Knyipult) + Kay [ pulm)dr +Kappu(t),
0
t
(I)g(t) = Klgwg(i) -+ K29/t QOQ(T)dT + K39@9(f), (379)
0

t
@4(t) = Kiopo(t) + Kag [ 0o(r)dr + Kaops(t),
0

y las acciones de control asociadas a la dinamica de la aeronave son:

.= —BL K {(Ks {Q.aA11+Q.0A0  +Ki.Q.1) 2.1 (2)
+ (K3 { Q1410+ QoA 00} + Ko, +K 1. Q.2) 2.0(t)

3.80
+ (K32Q228z2+K21622) az + pz Slgn((bz(t>>} . ( )

= —B K, {(Ksy {QuiApii+QuaAyar } +K1pQui) 241 (t)
+ (Kay {QuiAypia+QuaAyas} +Koy+Kiy Qua) 2ya(t) (3.81)

+ (Ks3y QiaByo+Ky1 By2) 7y + py sign(y(t))}
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—By K3y {(Kap {Qo1As11+Qo2Ag2n } +K10Qo1) 261 (¢)
+ (Kao { Qo1 4012+ Qo2 Ag22 } +Kop+K19Qo2) 292(1)

Uy

3.82
+ (K30 Qo2Boa+ K1 Bg2) 79 + po sign(Pp(t))} . (3:82)
1'1¢: —B(ZQIK;; {(K3¢ {Q¢1¢4¢11+Q¢2A¢21} +K1¢Q¢1) Z¢1 (t)
+ (K3 { Qo1 Ag12+Qu2Agoz } +Kop+Ki3Qp2) 22(t) (3.83)

+ (K36 QgaBoa+ K1 Bga) 7p + py sign(Py(t))}

3.1.4. Control por modos deslizantes integrales (ISMC)

En esta seccion se describe una estrategia de control considerando el enfoque de control
por modos deslizantes integrales (ISMC). El objetivo es generar un controlador capaz
de atenuar posibles perturbaciones como las rafagas de viento presentes en la misién de
vuelo de la aeronave. Asimismo, contar con un control adicional para realizar pruebas,
compararlo con los disefios anteriores y generar conclusiones respecto a los resultados
arrojados. Para el desarrollo de esta estrategia se considera el sistema en la forma regular
como en (3.35) (&y = Azy+ Byuy +(y), €l cual puede ser reescrito de la siguiente forma:

l/) =A110 + AI,Z%??
= A1 4+ Az 290 + By Uy + &y,

donde w € Rn—p’ y w € Rp. Ademés, A1’1 € R(n—p)x(n—p)7 A172 € R(n—p)Xp7 A2,1 €
Rpx(nfp% A272 c Rpo, B¢2 € Rpxm) £¢ c R(—p),

(3.84)

El problema es reducir las perturbaciones, para ello se define la superficie de desliza-

miento: .
S¢, = G¢ {xw — ZL}/,(O) — / {A$¢ + B¢u¢} dT} . (385)
to

Para el caso de estudio, U, = uy + uy. Por lo tanto, el control esta formado por dos
partes en donde u, es la entrada de control estabilizante (asociada a la estrategia de
control PD desarrollada en la seccién anterior) y @y, es la relacionada con los modos

deslizantes integrales. Definiendo

t
S¢ = G¢Y¢, Yy = {ZL‘¢ — :L‘¢(O) - /t {AZL‘¢ + B¢U¢} dT} , (386)
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Si se busca la dindmica de la superficie de deslizamiento (la derivada temporal de S,)

entonces:
S —i(G Yy)
P _dt i)y
Sy =GyYy,
donde

Yw = l.'d, — AZEQr/, — BUJUTZJ'

sustituyendo z,, se tiene que
Sy =Gy (Byiy +(y). (3.87)

De (3.84) observe que tenemos dos dindmicas, en donde solo una depende del control.
Ademas, note que Gy € R™*™ y S, € R™ con:

Gwl

G =
¥ G

, Gwl c R("*m)xm, Gsz c Rmxm

entonces de (3.87) se puede deducir que
Sy =Gz (Byaty + Cy) -

A pesar de que el término &, no es conocido, se tiene el supuesto de que la perturbacion
esta acotada: ||(y||* < d,. Entonces, proponiendo una funcién de energia

1
V(Sy) = 5555, (3.88)

su dindmica directamente describe que

: 1. 1. . . )
V(Sy) = 5509 + 5505y = 535y = SjGuYy = SGyz (Byatly + ¢y) . (3.89)
Si se elige
iy = — B3Gapy sign(Sy), (3.90)
entonces

V(Sy) =5]Gyaly — Spy sign(Sy). (3.91)
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Aplicando un proceso de normalizaciéon considerando la cota de ¢y se tiene

V(Sy) <[ISTI [GuaColl — STy sign(Sy),
<SUI NG yalldy — Sgpy sign(Sy),
<[ISEI 1Gy2lléy — traza(py)|Syll,
< = [[Spl[{Traz(py) = [[Gyallds}
—ayl[Syll, 0 <ay="Traz(py) — [|Gyzl|dy, (3.92)

IA ]

V(Sy)

IN

— Oé¢ SJ)SQ/,,
S - Oé¢\/§ (;S&Sw) : ,
< —ayV2 V(Sy)?.

Por el lema de comparaciones

d 1
oV (Sy) =~ ayV2 V(Sy)?,
4y(S
Al 1"3 = — V2, (3.93)
V(Sy)?
d
V(Sy) 2 %V(Sw) = — a,V/2dt,

integrando en 7 € [tg, t]

Finalmente se puede observar y comprobar la convergencia ya que, en un tiempo finito

7 = V2V(Su(0)x (3.94)
Q)
— L (L= t0) + V(S,(0))2 < 0. (3.95)

V2
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La estrategia de control que se ha descrito para las dindmicas de 1) bajo el enfoque ISMC,

se puede desarrollar de forma similar para las dindmicas de z ¢ y 6. Esto es

2=A112+ Aq 2%,
ZF=Ag12+As22+B,U, + &,
q'S =A110+ A1,2¢7

b= Azq10+ A272<ﬁ + By Uy + &y,
0=A110+ A0,

0= Az 10+ Az 20 + BpUg + &,

t, =Azx, +B,u, + (, —

Ty =A2x4 + Byuy + (y — (3.96)

g =A179 + Bouy + —

3.2. Conclusiones

En esta seccién del trabajo se presento el desarrollo de tres algoritmos de control, dos de
ellos basados en control por modos deslizantes. La propuesta para el control DSMC sugiere
una accién integral para ser aplicado en pruebas, lo que se traduce en una posible accion de
filtrado que buscaria atenuar el efecto de Chattering en la sefial de control. Por otro lado,
como resultado a destacar, se tiene el algoritmo para la obtenciéon de ganancias, en donde
se da sugiere que la solucién sea con base a un problema de optimizacién convexa basado
o referente con una LMI. Los parametros de ajuste a y € permiten calcular ganancias las
veces que sea necesario. El algoritmo bien puede ser empleado para los algoritmos PD y
DSMC, aunque una desventaja es que se ejecuta fuera de linea.

Cabe mencionar que el analisis de la dinamica por subsistemas y los controles virtuales,
son empleados en todos los algoritmos de control descritos en el Capitulo. También, el
desarrollo completo se realizd6 tomando como ejemplo el angulo de orientacién 1, pero
para los otros subsistemas, el desarrollo es similar.



Capitulo 4

Resultados numeéricos

El objetivo de este Capitulo es presentar resultados referentes a pruebas de simulacio-
nes numéricas de los algoritmos de control descritos anteriormente (control PD robusto,
control por modos deslizante integrales y control robusto basado en modos deslizantes
dindmicos). Las simulaciones se han realizado en el software de Matlab 2020a mediante
el entorno de Simulink y el editor para codigo m. Las pruebas fueron ejecutadas bajo un
método de solucion Bogacki-Shampine, con un paso fijo h; = 0.001segundos. Asimismo,
se construyd el modelo dinamico del vehiculo aéreo no tripulado utilizando los bloques
disponibles en Matlab Simulink. Los parametros del UAV para las simulaciones se encuen-
tran en la tabla 4.1. Las condiciones iniciales para las posiciones x, y se eligieron con un
valor de 4m y 2m respectivamente, mientras que para z se establecié un valor de 0.02m.

Por otro lado, para ¢, 6 y 1 se asigno un valor de 0.05, 0.03 y 0.05.

Descripcion Notacion | Valor | Unidades

Masa del UAV m 3.091 kg

Constante de gravedad g 9.81 =
Momento de inercia en x 1. 0.5059 kng
Momento de inercia en z —y | Iy, 0 I, 0 kym?
Momento de inercia en x — z | I, o 1., | 0.0910 kgm2
Momento de inercia en y I, 0.4119 kym?
Momento de inercia en x —y | I, o I, 0 k’gm2
Momento de inercia en z I, 0.7822 kgm2

Tabla 4.1: Parametros del sistema para simulacién.

29
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4.1. Perfil de mision

Se establecié una mision de vuelo para el modo de vuelo multirrotor que consiste en
un seguimiento de trayectoria considerando la dindmica de la aeronave en (3.3), bajo
las aclaraciones realizadas en la seccion previa. Para todas las pruebas de simulacién, el
lapso de tiempo de la misién se fijé en ¢ € [0, 100] segundos. Para seguir una trayectoria
dada en el espacio de traslacién (z, y, z) y mantener la orientacién del vehiculo (¢, 6,
) alrededor del origen, se disefié6 una trayectoria a seguir en el espacio tridimensional
(x, y, z) bajo el enfoque de ecuaciones paramétricas. En esta perspectiva, las trayectorias
paramétricas contemplan el uso de funciones trigonométricas para que el UAV recorra
una distancia establecida modificando la amplitud de las mismas. Asimismo, una de las
principales ventajas del diseno de trayectorias bajo este enfoque, es la generaciéon de un

cambio de velocidad suave, lo cual resulta favorable para el caso de estudio del UAV.

Para las trayectorias diseniadas, se definié6 una frecuencia natural wy= 5 Hz, asi como
los siguientes parametros by = 3.5, by = 0.5, ¢; = 2, donde by, by son las amplitudes
relacionadas con las posiciones respecto a x, y, y z. La Tabla 4.2 muestra los valores de

referencia en funcion de las ecuaciones y el intervalo de tiempo.

Periodo de tiempo ¢ (segundos) Tret Yref Zref
[0, w) by + by c1 %
[wTr, 2wTr) by + by —cy cos(t/w) b +0.3
[2wr, 3w) by + by cos(t/w) —ay b1 + 0.3
[Bwr, dwr) —by + by 1 cos(t/w) by +0.3
[4wTr, Bw) by — by cos(t/w) c by +0.3
[Bw, 100) c1 — ¢y cos(t/w) | 2by — 2by cos(t/w) | ¢; — ¢ cos(t/w)

Tabla 4.2: Caracteristicas de la trayectoria disefiada.

Los términos ef, Yref ¥ Zrer SON los valores de referencia para las posiciones en z, y y 2 res-
pectivamente. Por otro lado, en las simulaciones se considerd que, las dindmicas del sistema
se ven afectadas por perturbaciones y/o incertidumbres. Por lo tanto, para la simulacién de
tales efectos se introdujeron funciones (que dependen del tiempo) las cuales fueron defini-
das como &(t) = [0 0.1cos(0.1¢) 0 0.1cos(0.1¢) 0 0.1 cos(3.3) 0 0.05 cos(12.54+t) 0 0.05 cos(12.54t) 0 0.1cos(0.1t) |T.

Asimismo, sobre las entradas de control fueron inducidas perturbaciones a partir del uso
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de un bloque generador de funciones aleatorias de amplitud 1.2 y frecuencia de 1.5 Hz en

el entorno de Simulink.

4.2. Simulaciones numéricas

Para el caso de la estrategia de control PD robusto, la obtencion de las ganancias que
generan robustez, se obtienen a partir del problema de optimizacion de la LMI descrito
en la seccion anterior. Para ello, se utilizo la herramienta CVX solver sedumi (sistema de
modelado basado en Matlab para la optimizacién convexa). De esta manera, mediante una
sintaxis de expresién estandar de Matlab, se pueden especificar restricciones y objetivos.
Para la estrategia de control, se generé un programa para garantizar en general, que la
matriz W < 0 a partir de la obtencion de la matriz P y la matriz de ganancias k; tomando
en cuenta los cambios de variable en (3.47). Se eligié un valor de ajuste « = 0.89 y € = 0.05
en cada caso. Para el caso de las dinamicas del subsistema

~ [0.2691 0.0352
Y 10,0352 0.0051]°

mientras que para las dinamicas en z, ¢ y 0 se tiene

3034 0.134
P, — P, = Py— 0.303 038.
0.1348 0.1682

Ademas, las ganancias que se generaron a partir de la de la herramienta CVX, se describen
en la Tabla 4.3. En las Figuras 4.1 y 4.2 se muestran los resultados generados por la
respuesta del sistema para la posicion en x, y y, respectivamente. Los valores de referencia
(linea en color morado) corresponden a la trayectoria descrita anteriormente. Por otro
lado, la linea en color azul representa la respuesta en relacion a la estrategia de control
PD, mientras que la linea en color naranja corresponde a la estrategia ISMC. La linea en
color negro representa el control robusto.
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‘ Valor
k1 2 k7 2.6499
ko 2.4 ks 0.3854
ks 2 ko 2.6499
ky 5 k1o 0.3854
ks 11.0762 k11 2.6499
kg 7.9104 k1o 0.3854

Tabla 4.3: Ganancias del control no lineal robusto para la posicién y orientaciéon del UAV.

Posicién x (m)

0 10 20 30 40 50 60 70 80 90 100
Tiempo (s)

1 T

It
o

o

o
2

Velocidad x (m/s?)

| | | | |
20 30 40 50 60 70 80 90 100
Tiempo (s)

-

o
o

Figura 4.1: Posicién y velocidad de la dinamica en x con los controles PD, ISMC y RC.

Se puede observar que la aeronave sigue la trayectoria y produce un desempeno acep-
table, comenzando a seguir la referencia en un tiempo de 3.94 s para las tres estrategias
de control. Ademés, no se detecta algiin sobre impulso considerable, ni un error en estado
estacionario que requiera un ajuste en cuanto a las ganancias.
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Pasicion y (m)
o

a 10 20 30 40 50 G0 70 a0 a0 100
Tiempo (s)

=
2

. Velocidad y (m/s 2]
o

L=
@

20 30 40 50 60 70 a0 90 100
Tiempo (s)

o
=Y

Figura 4.2: Posicién y velocidad de y en relacién a los controles PD, ISMC y RC.

También, se puede apreciar como, a partir del intervalo ¢ = wr (15.708 s), las posiciones
x y y mantienen un seguimiento de trayectoria muy aceptable. De acuerdo a la Figura
4.3 se puede apreciar que, los cambios de referencia en relacién a la posicion z durante el

despegue y el aterrizaje, son alcanzados en un tiempo relativamente corto.

Por otro lado, en cuanto a la estrategia de control por modos deslizantes integrales
(ISMC), se tiene las entradas de control definidas de forma general como Uy = uy, + w;,
con i = 1, z, 0,0, que corresponden a los subsistemas del modelo de la aeronave y de
manera mas especifica, a las dinamicas z, ¢, 6 y 1. Para los resultados reportados, se
establecié una uy igual a la acciéon de control de la estrategia de control anterior (PD
robusto). Esto en relacion a que uy es la entrada que busca estabilizar al sistema nominal.
Por otro lado ©1; = —By, 'G5 p; sign(S;), se relaciona con los modos deslizantes para la
mitigaciéon de perturbaciones. Los valores usados para cada subsistema en los resultados
numéricos reportados fueron Gy, = [0.11 0.11}, G, = [0.15 0.15}, Gy = [0.11 0.11},

Gy = [0.11 0.11], py = 100, p. = 100, p, = 100, py = 100.
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Posicién z (m)

. Velocidad z (m/sz)

Tiempo (s)
Figura 4.3: Respuesta de posiciéon y velocidad de z.

La Figura 4.4 muestra la trayectoria realizada por la aeronave para cada una de las
estrategias de control. Se trata de un grafico en el espacio tridimensional en relaciéon
a x,yy z El grafico permite identificar que el control por modos deslizantes integrales
presenta un mejor desempenio en cuanto a la mitigacién de perturbacion durante la mision

de vuelo. Esto en comparacion a las estrategias de control robusto y PD.

Posicion z (m)

5 e IS T 3

Posicion y (m}) 3 -4 Posicion x (m)

Figura 4.4: Gréafico 3-D de la trayectoria de la aeronave con los controles PD, ISMC y RC.
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En cuanto al control robusto, la superficie de deslizamiento tipo PID para cada subsis-

tema esta representada de manera general como:

B.(1) = Kuigi(t) + Ko [ oi(r)dr + Kapi (), (4.1

con K;, = 0.03118, K, = 0.02348, K3, = 0.0188, K4 = 6.236, Koy = 2.348, K34 =
0.0376, Kip = 1.559, Kqp = 0.2348, K3y = 0.0376, K;,, = 0.3118, Ky, = 0.2348, K3 =
0.188. Asimismo, mediante el uso de la toolbox de Matlab Yalmip-CVX se tiene el siguiente
conjunto de soluciones numéricas:

a; =0.35, e =2.9x 1075,
X, = 1.3193 x 104, Y), = —2.2096 x 10*, R = —1.6749, para h = ¢, 0 y 0. (4.2)
X, = 1.3193 x 10, Y. = —2.2096 x 10°, R, — —167.4874, para z.

La accién de control robusta asociada a las dindmicas de la aeronave se describieron en
(3.80), (3.81), (3.82) y (3.83). Entonces, para las simulaciones realizadas

0 —1 —0.01
AZ: Ah: 0 0.0 0 7Bh: 0 4|
0 0 0 0 1 1x 10

Q.o = 1.6749 , Quo = 1.6748 , p, = 7.95455 , pj, = 0.0795.

7Bz:

Angulo v (rad)

Tiempo (s)

Velocidad  (rad/s?)
|

1.01 1.02 103 1.04 | | | | | |

0 10 20 30 40 50 60 70 80 90 100
Tiempo (s)

Figura 4.5: Posicion y velocidad angular respecto a la guinada v para cada estrategia de control.
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Figura 4.6: Respuesta de posicién y velocidad angular en relaciéon al cabeceo 6.

Las Figuras 4.5, 4.6 y 4.7 muestra el desempeno en cuanto a la orientacion del vehiculo.
Se cada gréafico tiene dos subfiguras que describen la posicién y velocidad angular para
0, ¢ y 1, respectivamente Se puede apreciar que en un tiempo de aproximadamente 5 s

los angulos permanecen estables a lo largo de la trayectoria a pesar de la presencia de
perturbaciones.

Posicién ¢ (rad)

Velocidad ¢ (rad/s?)

0 10 20 30 40 50 60 70 80 90 100
Tiempo (s)

Figura 4.7: Posicion y velocidad angular en relacién al alabeo ¢.
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Figura 4.8: Entradas de control 74 y 79 durante la misién de vuelo.

Las Figuras 4.8 y 4.9 describen las seniales de control para cada subsistema. Es evidente
la presencia del caracteristico efecto chattering (en la estrategia por modos deslizantes
integrales). También, las figuras muestran que, para el caso del control robusto, el efecto
chattering es menor comparado con el ISMC. Est6 se debe a la forma del control propuesto.

60 5T T T ! JE—rY
e 20t ISMC
£ 15 —RC
Z 40 104 T

N | |61 SR AN PRI 1 SIPESY W S Y _— ]

; 101001 1002 1003 1004 10,05
&
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Y

Control T
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E=]

-2
10 ]UO1 1002 10,03 1004 10[05 | |
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Figura 4.9: Sefales de control uy y 7 para los controles PD, ISMC y RC.
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4.3. Analisis comparativo entre controladores

Con el objetivo de cuantificar el desempeno de las estrategias de control y asi generar un
criterio comparativo claro, se hizo un analisis comparativo basado en la Integral del valor
absoluto del error (IAE), la integral en el tiempo del valor absoluto del error (ITAE), la
integral del error cuadratico (ISE) y la integral en el tiempo del error cuadratico (ITSE).

En este sentido, se definieron los siguientes indices del error:
AE = [ fe(r)] d,
155 = [ e(r)] dr
1A = [ rlle(r)]| dr

t
ITSE = [ rlle(r)|* dr.
0

donde |le|| = (eTe)% and ||e||*> = eTe. De acuerdo a esto, se puede inferir que, cuando
la respuesta en lazo cerrado produce un valor de indice menor, significa que el error
en estado estacionario, sobre amortiguamiento y/o méximo sobre impulso se minimizan
[62]. El indice IAE proporciona informacién sobre las respuesta transitoria y permite
analizar el rendimiento, mientras que el ITAE ofrece informacién similar, pero penaliza el
rendimiento a lo largo del tiempo. Por otro lado, el indice ISE analiza la diferencia entre
las respuestas subamortiguadas y sobreamortiguadas del vehiculo. El ITSE proporciona
la misma informacién que el ISE, pero penaliza el rendimiento del vehiculo en funciéon
del tiempo transcurrido entre el inicio del vuelo y su posicion real. En la Tabla 4.4 se
muestran los resultados en términos de las dindmicas de traslacion de la aronave. El
control por modos deslizantes integrales presenté un mejor desempeno. De acuerdo al IAE
el ISMC redujo el error un 82.64 % comparado con el PD robusto. Sin embargo, su consumo
energético es considerable. El control robusto DSMC presenté una reduccion del 53.74 %
en comparacion con el PD, que fue el controlador con mayor indice de error en este criterio.
Asimismo, de acuerdo a los otros criterios sobre el error, el control robusto presenté mejor
desempeno que el control PD. Por lo tanto, se vuelve una opcién viable para mitigar
perturbaciones con un consumo energético moderado. Por ejemplo, con respecto al ISE,
el control robusto basado en DSMC present6 una reducciéon del 77.28 % en comparacién
con el PD robusto.

Por otro lado, respecto a las entradas de control mostradas en la Figura 4.9 se puede



4.4 Conclusiones 69

Controlller IAE ITAE ISE ITSE
PD 64.6069 | 3248.7833 | 43.1353 | 2170.9200
RC 29.8830 | 1442.2882 | 9.8079 | 450.7579

ISMC 11.2153 | 571.4193 | 1.5070 77.0232

Tabla 4.4: Comparativa de los indices de error en el seguimiento de trayectoria del UAV.

inferir que el control robusto arrojo resultados similares a los del PD en términos de
consumo. Sin embargo, para el andlisis de consumo energético se defini6é la siguiente

ecuacion de energia:
t
Er = / w(T)Tu(T)dr. (4.3)
0

Los resultados mostraron que la energia consumida durante la mision de vuelo por el
control robusto DSMC fue Er,. = 9041.6110 N?m?s, mientras que para el controlador
PD robusto fue Er,, = 8905.4839 N?m?s y para el control ISMC se tuvo un consumo
energético Er,,,,. = 28262.3408 N?*m?s. Es claro que el ISMC tuvo un consumo supe-
rior al de los otros dos controladores y que, debido a su estructura, el PD presento el
mejor desempeno en cuanto a consumo energético. Asimismo, el control robusto redujo
su consumo un 68.01 % con respecto al ISMC y tuvo una diferencia de solo el 0.48 % en
comparacion con el PD. Por lo tanto, se puede inferir que el control DSMC presenté un
mejor resultado derivado de los indices del error y consumo energético.

4.4. Conclusiones

En este Capitulo se presentaron resultados de los algoritmos descritos previamente en
un entorno de simulacién numérica. Como resultado principal se tiene el seguimiento
de trayectoria del UAV con los tres controladores y perturbaciones inducidas, todo esto
en el entorno de Matlab Simulink. El algoritmo para obtencién de ganancias de control
gener6 los valores que permitieron realizar la misiéon de vuelo de manera satisfactoria.
Las figuras relacionadas con las sefiales de control, muestran una reducciéon de chattering
significativa en el control DSMC, a causa de la accién de filtrado propia en el disefio de
este. Asimismo, el andlisis comparativo arrojoé que el controlador robusto redujo el indice
del error en un 77.28 % comparado con el control PD, sin embargo, el control ISMC fue
el que presentd los mejores resultados en cuanto al error. Por otro lado, debe mencionarse
que el consumo energético del control ISMC fue considerable. Esto permite concluir que el
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control robusto DSMC mostré un mejor desempeno tomando en consideracion los indices

de error y energia.



Capitulo 5

Conclusiones y trabajo futuro

5.1. Conclusiones generales

Las estrategias de control presentadas en este trabajo mostraron resultados satisfactorios
en cuanto a su aplicacién para el seguimiento de trayectoria de un UAV propenso a ser
afectado por perturbaciones. Ademads, el algoritmo para calcular las ganancias de control
basado en LMI’s es una de las aportaciones principales, demostrando resultados aceptables
al poderse aplicar a las tres estrategias de control planteadas. Solo debe aclararse que es
un algoritmo que se ejecuta fuera de linea. Por otro lado, los resultados numéricos validan
la posibilidad de aplicar estos algoritmos mediante otras técnicas que implican el uso de

un simulador de vuelo o incluso la aplicacion sobre hardware.

En el capitulo 2 se describié el modelo matematico de la aeronave hibrida en el modo
multirrotor bajo la formulacién de Newton-Euler. De acuerdo a la geometria y/o confi-
guracion del UAV, no fue posible hacer simplificaciones o consideraciones (como se suele
realizar en trabajos sobre sistemas multirrotor simétricos) sobre la matriz de inercia.
Asimismo, el modelo basado en subsistemas facilita el diseno e implementacién de contro-
ladores como los descritos en el trabajo. Por otro lado, en el capitulo 3 se presentaron tres
algoritmos de control robustos desarrollados para la dindmica de la aeronave. Se destaco
el algoritmo para la obtencién de las ganancias de control basado en LMI’s y una de las
ventajas, es que es aplicable a los tres controladores. También, se concluyo estabilidad
UBB que garantiza convergencia en tiempo finito.

En el capitulo 4 se describen resultados por simulacién numérica de los controladores
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sobre el sistema de la aeronave para seguimiento de trayectoria. Se corroboré la accion
de filtrado de la senal de control en el control DSMC, que se traduce en una reduccién
del efecto chattering. En el caso del control ISMC, sus indices basados en las sefiales de
error fueron los mas bajos de acuerdo al andlisis comparativo, sin embargo, su consumo
energético fue considerablemente mayor. Ademads, dos de los algoritmos (PD y DSMC)
fueron implementados en un simulador de vuelo, lo que permitié corroborar los resultados

numéricos reportados en este trabajo.

5.2. Trabajos futuros

El proyecto de tesis abre la puerta a la realizacion de otras pruebas que implican el uso
de técnicas como software in the loop o hardware in the loop. En cuanto a posible trabajo

futuro, de manera especifica puede senalarse lo siguiente:

= En este trabajo se presentaron resultados basados en simulaciones numéricas, en el
futuro se plantea usar un simulador de vuelo para la validacion de estas. El factor
del viento debe ser tomado en cuenta para la realizacién de pruebas y andlisis

comparativos con los controladores.

= Se planea usar el modelo de la aeronave (modo avién) para el desarrollo de un
algoritmo de seguimiento de ruta que permita la implementacién de controladores

robustos.

= Como trabajo futuro se pretende desarrollar un algoritmo para la estimaciéon de

perturbaciones que permita mejorar el desempeno del UAV en una misién de vuelo.

» En el futuro se pretende construir un UAV con un disefio y/o configuracién similar
a la del modo multirrotor para programar todos los controladores desarrollados en
este trabajo y obtener resultados experimentales basados en una plataforma real.
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ABSTRACT This paper deals with the design of a robust controller to attenuate matched and unmatched
uncertain dynamics as well as external disturbances effects by considering the actuator bandwidth to stabilize
the mechanical dynamics of an Unmanned Aerial Vehicle. To this end, the performance of a sliding mode
controller is improved with the combination of the attractive ellipsoid method. Likewise, it is guaranteed
that the system trajectory arrives into a minimal size invariant set in finite time by using a workable control
input. Finally, in order to evaluate the effectiveness of the proposed control approach, a comparative study
with a robust Proportional Derivative controller, an integral sliding mode controller and a dynamic sliding
mode controller with Proportional Integral Derivative sliding surface was conducted. In order to validate the
effectiveness of the proposed controllers, the dynamics of a multirotor aircraft was used to conduct numerical

simulations.

INDEX TERMS UAV, uniformly ultimately bounded stability, sliding mode control, PID surface.

I. INTRODUCTION

An Unmanned Aerial Vehicle (UAV) is an underactuated
nonlinear system that has been used in commercial, indus-
trial, military and civil applications [1], [2], [3]. This is due
to its versatility for conducting hover flight and trajectory
tracking [4], [5]. Commonly, this class of aircraft system
is driven by rotors and stabilized via a linear controller
for indoors and outdoors applications [6], [7], [8], [9].
Traditionally, the stabilization of a UAV is performed via
Proportional Derivative (PD) controllers and tuned via linear
quadratic regulator algorithms [10]. Also, new techniques are
used to stabilize UAV like a model predictive controller that
uses a linearized UAV model and an observer to measure
the external disturbance which are going to be compensated
and the predictive controller improves the performance of
a quadcopter [11], another one, quaternion-based tracking
controller to stabilize a UAV but it does not deal with
external disturbance [12]. Robust control for stabilization of
this underactuated system type has been also used in [13]
to demonstrate the advantages of a dynamic sliding mode

The associate editor coordinating the review of this manuscript and

approving it for publication was Xiaojie Su

control and attractive ellipsoid method to reduce perturbation
effects. Recently, robust control of a UAV has attract the
attention on advanced mobile robots field because they are
sensitive to external disturbances in outdoor flights, actually,
the reduction of unmatched disturbances effects is one of the
main challenges of this kind of systems. In fact, disturbance
and uncertainty rejection is a major objective in control
system design. Indeed, for underactuated controlled systems
this issue degrades the trajectory tracking performance such
that in some cases it is not possible to conclude stability
in the Lyapunov sense [3], [6]. Nowadays, different robust
controllers are designed to reduce these effects, even under
the most extreme situations. This is the case of the Sliding
Mode Control (SMC), the robust control based on Attractive
ellipsoid Method (AEM), and neural networks, see for
example [1], [14], [15], and [16].

The control problem can be associated with UAV
regulation problem in the presence of disturbances for
trajectory tracking. The most interesting features of sliding
mode control are insensitivity, reduction of the unmatched
disturbances and uncertain dynamics, as well as finite-time
convergence to the sliding surface [15], [17]. However,
a drawback of the controllers based on the sliding mode

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
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technique is the chattering effect on the actuator [18], [19].
This phenomenon represents a complex closed-loop control
problem and in some situations, this one cannot be reliably
realized in practice [17], [20]. In recent years, researchers
have managed how to attenuate the chattering effect and
preserve robust control properties by proposing controllers
like dynamic sliding mode, adaptive sliding mode, high order
sliding mode, some variations of fuzzy and neural network-
based control, and other variable structure controls [21], [22],
[23], [24], [25], [26], [27], [28], [29].

Other effective approach for reducing external distur-
bances and uncertain dynamics effects in control systems
is the robust control based on AEM-concept. This strategy
uses a linear feedback control employing fixed gain. In fact,
under a suitable gain tuning, this control approach provides
robustness property to considerably reduce both uncertain
dynamics as well as external disturbances effects [14], [30].
The aim of AEM is, by using linear or non linear feedback
control, to enclose the trajectories of the disturbed system
into a small size invariant region. Although this approach
implies that system trajectories arrive into a small size multi-
dimensional ellipsoid, this one is valid only in some region of
attraction. Actually, in some cases, the obtained control gain
results in the actuator wear. Recently, the controllers based
on the sliding motion was further improved by introducing
the properties of the AEM-concept [13], [24], [27].

The AEM presents an effect called high-gain effect [27]
that is not desired because it can amplify the noise of the
system with a high gain of the controller, and also, the
energy consumption [31]. On the other hand, SMCs present
chattering, which is an undesirable phenomenon and it is
perceived as oscillations with finite frequency and amplitude.
The chattering effects are related to low control accuracy
and high wear of moving mechanical parts [18]. In order
to reduce such chattering effects, in this paper we present
a class of dynamic control consisting in the incorporation
of the proportional, integral, and derivative of the adjoint
sliding surface. Furthermore, since the sliding surface is
a second-order system of the adjoint variable, a workable
control signal is obtained. Getting as the major contri-
bution Ultimate Uniform Bound Stability (UUB-Stability)
for nonlinear systems without exact knowledge of the
dynamic model equations and in the presence of external
bounded disturbances. Finally, in order to demonstrate the
effectiveness of the designed controller, a comparative study
of the implementation of integral sliding mode control
and proportional derivative control to the dynamics on a
multirotor unmanned aircraft system is presented. The main
contributions of this work are summarized as follows:

o By using the Newton-Euler approach a mathematical
model of a home made non conventional hexarotor is
derived.

o The control action to regulate orientation and guarantee
the trajectory tracking of the multirotor system, which is
a class of dynamic sliding mode control (DSMC) with

VOLUME 11, 2023

a Proportional Integral Derivative (PID) type sliding
surface is developed.

« The stability analysis to guarantee the so called Ultimate
Uniform Bound Stability of the closed-loop hexarotor
system is presented.

On the other hand, a comparative study is conducted to
analyze the UAV performance between the proposed control,
a PD control and with an integral sliding mode control
(ISMC). Likewise, a comparative study based of the error
signals and the energy consumption of the designed robust
controller with PID and ISMC is presented. The rest of the
paper is organized as follows. The system description of
the multirotor aircraft, the mathematical preliminaries and
the problem formulation are introduced in Section II and
Section III, respectively. The robust control design for a
class of uncertain disturbed linear systems is presented in
Section IV. The illustrative scenario of the multirotor system
regulation inspired on a tracking trajectory task is presented
in Section V. Finally, in Section VI concluding remarks are
presented.

Il. SYSTEM DESCRIPTION

The schematic structure of the multirotor system is illustrated
in Figure 1 which is an aircraft that consists of six rotors.
In order to describe the UAV motion, two reference frames
are necessary: the earth inertial frame (X;, Y7, Z;) and the
body-fixed frame (Xp, Y5, Zp). The sum of the forces of each
rotor (f1, f2, f3, f4, f5, fe) generates the thrust force and is
oriented parallel to the Zp axis. Let g = (T, ) be the general-
ized coordinates of the system, where I' = (x(¢), y(¢), z(¢))T
represents the translation coordinates relative to the inertial
frame and n = (¢(¢), 8(¢), ¥ (¢))T is the vector of the Euler
angles that represents the attitude of the vehicle. Now, the
transformation from the body frame to the inertial frame
is realized by using the rotation orthogonal matrix (R).
In addition, the angular velocities in the body frame can be
expressed in terms of the Euler angle velocities by using
the corresponding rotation matrix W,. This procedure is
described for example in [32], [33], and [34].

A. THE HEXAROTOR AIRCRAFT DYNAMICS
The equations of motion of the aircraft obtained by using
the Newton-Euler formalism whose equations describe the

translational and rotational movements are given as [35], [36],
and [37]:

r=v
mV = RF
R =RQ
IN=—-QxIQ+T, (D)

where FF = [O 0 uz(t)]T + RT [O 0 —mg]T and T =
[T¢(t) T9(t) Ty (t)]T are the total forces and moments acting
on the UAV, respectively. V = (x(2), y(t), z(¢t))T € R3 is the
translational speed with respect to the inertial frame and Q
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FIGURE 1. Configuration of the hexarotor UAV.

is a skew-symmetric matrix such that Q2 = Q x a The Q
term is the vector of angular velocities in the body frame,
m denotes the mass of the UAV and / contains the moments
of inertia about the center of mass. Then, applying relation
(1), the dynamic equations of the aircraft can be expressed as
follows:

1

X(r) = P [(cp(1)sO () (1) + (1) sY (1))uz ()] + &x (1),
1

@) = p” [(cp()sO(1)s (1) — sp()cy (D))uz(1)] + §,(1),
1

() = P [(cop()cO())uz(1)] — g + &:(1),

. I L.
b(1) = Z [a2 + ()] — Z [a3 + Ty ()] + &4(0),

) 1 o
o) = -— [as — v (O (DL + T9(D)] + &9 (1),

»y
. I I
Y() = aif[aa +ry(0)] - a—”l‘[az + 0] +E@). ()
where for shortness cos — ¢, sin — s, and

ar = (Luly; — Ll )
ar = 0) (Y (Ohy — ¢l — Y (D) ,
a3 = 0(t) (Y (Dl + 9O — d(D]yy)
ag = (1) (P(lex + YDy — Y (1)) - 3)
x(1), &y(1), §:(1), §4(1), §(1) and &y (1) denote the uncer-
tainties, unmodeled dynamics and external disturbances.
74(1),79(¢) and 7y (7) are the torques that generate the roll,
pitch and yaw movements. The input u, is associated with

the forces generated by the six rotors. For this aircraft the
following assumptions were considered:

o The center of mass of the vehicle coincides with the
origin of the body frame.
« Atlow speeds, the aerodynamic effects can be neglected.
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« Angular velocities respect to the body frame and inertial
frame are the same for low speeds.
o The propellers are rigid with fixed pitch.

o The aircraft doesn’t make aggressive maneuvers, then
b4 b4 b4 4
——<¢p<—-and ——=<6 < —.
2 2 2 2
Ill. MATHEMATICAL PRELIMINARIES AND PROBLEM
FORMULATION
Consider the uncertain nonlinear system affine in the control

x(1) = AX(1) + Bu(t) + £(1),
%(0) = Xo, &£(1) =f(X) + g@)u(t) — Ax(t) — Bu(t) + A1)
4)

where x(t) € R" at time + € R. The n x n matrix
A is the state matrix associated with the linear system
representation x(¢). The control input is given by u(t) € R™,
and A, B are known real constant matrices with appropriate
dimensions, furthermore, it is assumed that the pair (A, B)
is controllable, the vector functions f : R" — R and
g : R" — RP define the dynamics mapping of system (4).
B € R™™ is the matrix realizing the actuator-mapping, and
A(t) are external disturbances in R”. System uncertainties
and external disturbances are denoted as & € R".

Assumption 1: The uncertain term of the considered
system as well as its variations satisfies the following
condition

IE@II<81, [IEDI<S2, 0 <81 <00, 0 <8 <00, (5)

where || - || denotes the standard Euclidean norm.

To represent the nominal system in two subsystems (the
one associated with the control signal and the one non
associated) the transformation z = Tx is applied, where
T € R™" is given as:

T = [Ng B]". (©)

with Ng € R®=™>" the null-space of the output matrix
BT. Thus, system (4) can be rewritten in the new system
representation as:

2(t) = Az(t) + Bu(t) + £z, 1), 2(0)=Txo,  (7)
where A = TAT ! ¢ R™ B = TB € R™™ and

& = T&(z,t) € R" Here, it is assumed that system (7)
contains matched and unmatched nonvanishing uncertainties,
where their adverse effects may not be mitigated with any
control action. To reduce this effects, consider a PID type
sliding surface ®(¢) : R” — R™ as:
t
Q(r) = Kip(r) + Kz/ p(t)dt + K3¢(1) (®)
fo
where ¢ € R™ is the adjoint sliding variable defined as ¢ =
z+Rz| wherez; € R and 7, € R™, the m by m diagonal
matrices (K, Ko K3) and R € R™ "= gre adjustment
matrices. Here, the control problem statement is divided in
two stages. The first one consist in obtaining an admissible
control signal u such that the adjoint variable o arrives to
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the invariant set Y = {z(t) € R" : |lo(@®)|| <,V t > T»}, for
small as possible 0 < §. The second stage consist in obtaining
the gain matrices (K;, K7, K3, R) such that the effects of
the non-vanishing uncertainties and disturbances are reduced.
This problem is studied using the concept of UUB-Stability.

To achieve the problem statement goal, the following
concepts are employed:

Definition 1 (Attractive ellipsoid [14]): The ellipsoid

£ (0, P—l) = {x(1) e R" : X(1)TPx(r) < 1, P=PT}, (9)

with center at the origin and the corresponding non-
degenerated ellipsoidal matrix P, is attractive for some
dynamic system if for any trajectory {x(¢)};>0 the following
property holds:
limsup xT(1)Px(t) < 1. (10)
—>00
Definition 2 (UUB-Stability [38]): The nonlinear dynam-
ical systemfc(t) = f(t, x(t)), x(tp) = Xg, t > tois Ultimately
Uniformly Bounded with bound b if there exists some a €
(0, ¢) such that:

[x()ll =a, = Xl <b, YVt =10 +T

for positive b, c € R and T = T'(a, b) independent of #.
Proposition 1 (On the attractive set [14]): Let a real val-
ued function V : R" — R, satisfying

V(1) < —aV (1) + B, (1) € R", (11)

for positive scalars o and B, then V(z(¢)) is an attractive set,
furthermore

limsup V(z(¢)) < é, is fulfilled. (12)
t—00 o

Thus, the problem associated with the hexarotor system
consists of finding sufficient conditions such that the
proposed control guarantees UUB-stability of the closed-loop
system. Also, the control law must regulate the orientation
of the aircraft and guarantee robust trajectory tracking in the
x(1), y(¢), z(t) space even with disturbances or uncertainties.
On the other hand, after a finite time, the control law drives
the system trajectories to a minimal size attractive ellipsoid
in exponential form.

IV. ROBUST CONTROL DESIGN
Noticed that system (7) can be rewritten as:

21(t) = Anzi(t) + Apaa(t) + €1z, 1),

21(0) = 2,
() = Aoz1(t) + Anz(t) + &2(z, 1) + Bau(t),
2(0) = 23, (13)

where A;; e RO=—mxt=m) = A, ¢ RO=mxm A, ¢
Rmx(=m)  A>y € R™*M and By € R™*™ Based on the fact,
that the pair (A, B) is controllable, it is evident to verify that
the pair (A1, Aj2) is also controllable.
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Proposition 2: If the dynamic of the control action associ-
ated to system (13) is given by

i(t) = —B5 'Ky {(K3 {Q1 A1 + QaAz} + Ki Q) zi (1)
+ (K3{Qi A2 + Q2A»n} + Kz + KiQ2) 22(7)
+ (K3Q28; + K By) u(?) + psign(P(1))},
sign(® (1))
Sign(®(1)) = : , u(0) =0, (14)
sign(® (1))
where Q; = (A + RA;1), Q2 = (A +RAjp), and
p = diag (p1, -+, pm) is a m by m positive definite matrix,

then after time ¢, = ;/—li 1% (®(#9))+10, under storage function
m —
Vi(®(t)) = > (), the hyperplane ®(t) = 0, is the

sliding manifoll(_ilfor the sliding variable surface (8).

Proof. The control action (14) is a class of dynamic
sliding mode control and when control is integrated, the
chattering effect is reduced. In the following sections this
control is referred as robust controller (RC). Consider the
storage function V1(®(¢)). Its time variations is given by:

V(@) = OT(1) (Ki19(1) + Kag(r) + K3g(1)) . (15)

Since the first and second time derivative of adjoint
variable ¢(r) € R™ along the system trajectories (13) are
given by

9(1) =Qiz1(1) + Qoz2(t) + [R, L] &z, 1) + Bau(n),
@) ={Q1 A1 + Q2 A21} z1(2)

+{Qi A2 + Q2 A} 22() + [Q1, Q21€(z, 1)

+ Q2Bou(t) + [R, L] &(z, 1) + Bair(t). (16)

I,, defines an identity m x m matrix. Now, the time

derivative of the storage function along the trajectories (13)
under control action (14) yields:

Vi(@(1) = =T ()pSign(®() + T()x (1) (17)

where x(z, 1) = Maé(z. 1) + Msé(z, 1), My = K3 [Q1, Q2]
+Ki [R, Im], and M5 = K3 [R, Im].
From Assumption 1, we can see that

[EREL N HE) E (18)

where 83 = |Amax(T)181, 84 = [Amax(T)|52,

V(@) < —max{pi} D 19:i(0)] + [@OxE DI (19)
i=1

and defining p;, such that p; = o1 441 is guaranteed for some
0 < a; € R, the next statement is obtained:

VI(@(1) < ey Y |®i(0)] = —at1 [0 (1)]

i=1

< —alx/EVI%(CD(t)). (20)
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In this sense, the solution of the differential equation:
. 1
Vi(@(1) = —a1V2 V2 (0(1)), 21

along the time interval T € [f, t) is as follows:

t 1 t
/ V, 2(@(0))dVi(P(1) = —a1v/2 / dr, (22
1 0]

0

and ﬁnally it yields:
V(D) =V (Pt t—1op).
1 1 0 «/_ 0 2

By using the comparison theorem, the solution of the
previous differential inequality is given by:

VE(@(1) < VE(D(t0)) — “—‘20 —1). Q4

7

Note that the storage function (where it’s time variation is
depicted in (15)) is a positive definite function. This means
that eventually as time 7 is increasing, the time 7, is obtained
from the solution of next equation

> 1
0=V (P(10)) — —2(t — o) (25)

2

and the storage function arrives to the origin in time less or
equal to #,. Furthermore, it remains on it for all future time
t > t,. This means that the convergence of the sliding variable
to the origin is guaranteed at the same time. [J

Noticed that, after time ¢,, the sliding variable ®(¢) = O
is satisfied, in this way it is evident that

'

0 = Kyo(t) + Kz/ p(v)dt + Ksz9(1), (26)
]

or equivalently:

0 = Ki9(1) + Kag(1) + K3(1) 7)

This means that:

o(t) = K, 'Ki9(1) — K5 'Ks (1)
o) = -K; 'K ([R, L,]§) — K3[Q1, Q21&(z, 1)

—K; [R, L] &Gz, 1) — pSign(@(1))

In this sense, for a bounded gain matrix Apax (RRT) <
85 < oo the following statement is satisfied:

el < 86, 86 = Amax (K5 ") {Amax(K1)M183 + M} ,
My = Jramax ([R 1]" [R L)),
My = (M3 + M384) Amax(K3) + Amax(0),
Ms = Jamas ([Q1 Q2] [Q1 Q2]). (28)

From the definition of the adjoint variable ¢(¢) = z2(¢) +
Rz (¢) and Proposition 2, it can be shown that z,(¢) = ¢(t) —

99882

Rz (¢) is satisfied. In this sense, from (13) the following
statement is fulfilled:

z21(1) = (A1 — ARR) z1(1) + ¢ (1),
¢(t) = Ang(t) + &1(z, 1), z1(0) =2). (29)

where [|()] < 86,/ Amax(A],A12) + 83. To guarantee
the UUB-stability of the subsystem (29), the following
proposition is provided.

Proposition 3: Under assumption of Proposition 2. Con-
sider the storage function V,(z1(¢)) = z{(t)le(t), with a
positive definite matrix P € R"="™X(=™m If there exists
a set of solutions (a2, 8, P, R), where R € R"™*("=™) jg ap
adjustment matrix, z and ¢ are positive scalars, such that the
following matrix inequality is fulfilled:

_ As+ P P
W= [ b _glr] <0, (30)

where I, defines the (n — m) x (n — m) identity matrix, and
As =P(A;; — RAp) + (AL — AIZRT)P, then the storage
function V,(z1(t)) satisfies:

B B

Va(zi() < — + Va2 (zi(t) — — p exp(—aa(t — 1))
o) ol
(31)

where = €(§ + §3), the UUB-Stability is concluded with:

b= ﬁ)‘«max(P_l)y
\l 0%

1 {“ZV(Z?)_:B}_}_ V2

T, = —1In
By trace(pg)

o
for small-enough constant (1) € RT.

Proof. Calculating the time derivative of the storage function
Va(z1(¢)) along the trajectories (29) yields:

Vazi() = [z1(0) O] W [z1(0) ¢O]T
— @ Va(zi(0) + ellc > (33)

From the properties given in (28), and under the assump-
tion that W < 0, the following inequality is fulfilled:

Va(z1(1)) < —aaVa(z1(2)) + B (34)

1
VEE) + 10, (32)

thus, by the comparison principle, see for instance [38], [39],
the solution of the differential equation

Vazi1(1) + a2 Va(z1 (1) = B (35)

in the time interval vt € [0,¢) is given by the upper
bound of (31). In fact, differential inequality (34) implies
that Proposition 1 is satisfied, implying that (12) is ful-
filled. This means that the storage function V(z((?)) is
an attractive invariant set. Finally, it is clear that error
function exponentially arrives into an invariant set Y| =
{z1(t) e R" : ||]z1(®)|| < b,V t > T»}. In other words, the error
function arrives into an attractive ellipsoid with ellipsoid
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matrix P = %P_l. From the previous inequality, it is clear
that tl_l)rglo Va(zi(1)) < o%, and equation (32) is obtained. [J

Remark 1: Previous result (Proof of 3), say that the
ultimate bound must be reduced by increasing the parameter
ay and decreasing . However, note that its ultimate bound
depends of 8¢ and this one can be considerably reduced
or increased from the sliding manifold tuning. In order to
reduce the parameter 8, select the eigenvalues of matrix K as
largest as possible, and the eigenvalues of the matrices K and
K3 small enough. Note that for larger magnitudes of A;(K;, b,
(i=1, ..., m), the parameter 8 approaches to §3.

Notice that in the frequency domain, the sliding surface (8)
can be seen as a second order filter where the input is ¢ and
the output is ® with its corresponding transfer function defied
as:

1
0(5) = 5 (Ks + 5Ky +Kz) () (36)

whose characteristic polynomial P(s) is given as:

m

Po) =[] (#Ksi+sKii+Koi) . 6D
i=1

Here, the i-th characteristic polynomial is associated with
the i-th actuator, which should be adjusted via bode filter
design, a rlocus approach or a pole allocation procedure.

Remark 2: Proposition 3 indicates that for a large «» and
small-enough B, system trajectories arrives into an attractive
ellipsoid £(0,P). In this way, the following optimization
problem

(B 1 O<ap,0<e¢
mip (& Ana(Ph) 5.t (0<P,W<O)’ %)

is associated to obtain the minimal size of this ellipsoid,
where P = %P is the associated ellipsoidal matrix. Thus,
the maximal value of P under maximal value of oy and ¢
in which W is a negative definite matrix, means that the
system trajectories are enclosed into a minimal size attractive-
invariant set.

V. NUMERICAL RESULTS

A. AIRCRAFT DYNAMICS IN SUBSYSTEM
REPRESENTATION

The hexarotor vehicle depicted in Figure 1 was used to
illustrate the performance of the linear, nonlinear, robust and
non conventional control approaches. For control purposes,
certain considerations are made for the dynamics described
in (2). It is assumed that the Euler angles ¢(¢), 6(¢) and
Y(t) can be considered as small values and the angular
velocities on the inertial frame are equal to the velocities in
the body frame. Similarly, the Coriolis terms are neglected in
equation (2) and it is assumed that the attitude dynamics (é5(t),
6(t) and 1,7}(t)) have their own control signal (74(#), To(¢) and
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Ty (¢)), such that:

g | e
i) | ~ | Sy | (39)
Y(t) Ilg%.[w(t)

We defined the state vector as x(¢) = [x1(¢) x2(t) x3(¢)
X4(t) X5(t) Xo(t) X7(1) Xg(t) Xo(t) X10(¢) X11(1)X12(1)]T, where
X(r) is the connected manifold in R'2. After these
considerations, the dynamical model can be represented in
the form x(7) = f(xX) + g(x)u(t) + ¢ (¢, x), where ¢ (t, x) is the
unmodeled dynamics, as:

0
&x(1)
0
&y(1)
0 u(1)
. —g +&(1) Tp(1)
fEO=| " un =1 2
§p(0) Ty (1)
0
§o(7)
0
§y (1)
and g(x) =
B 0 0 0 0 7
as 0 0 0
0 0 0 0
az 0 0 0
0 0 0 0
L(cX7(1) cXo(1)) 0 0 0 (40)
0 0 0 0
0 Zry() 0 0
0 0 0 0
0 0 rfw@® 0
0 0 0 0
i 0 0 0 o]
where ag = % (ex7(t) sxo(t) cx11(t) + sx7(¢) sx11(¢) ) and
a7 = L (c¥y(t) sXo(t) sk11(1) — s¥7(2) cX11(1)). X1 (1), ¥a(t)

and x3(¢) define the translational positions (x(z), y(¢), z(t)),
x4(t), x5(t) and xg(t) represents the rotational angles (¢(¢),
0(t), ¥(t)) and x7(¢) to x12(¢) are their velocities, respectively.
Now, consider the following feedback linearization control
law:

uy(t) = (8 + (). (41)

cosx7(t) cosxo(t)
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Then, substituting equation (41) in equation (40), the
translational equations result as:

. ( ) ) __sin )‘m(z))
Xx2(t) = | tanxg(¢) cos x11(¢) + tanx7(t) ————
cos xg(t)
(& + uz(1)) + &x(2),
- ( _ - _ cosfcn(t))
x4(t) = | tanxo(¢) sin x1(¢) — tan x7(t) ———
cos Xg(t)
(g + u (1)) + &,(1),
Xo(1) = uz(1) + &:(1). (42)

Considering (42) and system (40), we defined the follow-
ing subsystems represented as system (4):

« Altitude subsystem: The first subsystem corresponds to
the z(¢) position:
(1) = Azz(t) + Boug (1) + &(1). (43)

o Directional Subsystem : The second subsystem is
related to the yaw angle:

V() =Ag¥ (@) +Byty () +E4 (). (44)

o Longitudinal subsystem : The third subsystem corre-
sponds to the pitch angle and the x position:

cos xg(t)

. ( ) . ) sinsm(t))
xo(t) = | tanxg(¢) cos x11(¢) + tanx7(t) ———

(g+ ﬁz(t)) + sx(t)s
0(1) = AgB(t) + Byta(t) + &9 (0). (45)

o Lateral subsystem: The fourth subsystem is the
dynamic of the y position and the roll angle:

- ( _ . _ cosfcn(t))
Xx4(t) = | tanXxg(¢) sinxy1(¢) — tanx7(t) ————

cos Xo(t)
(g + uz(2)) + &,(),
B(1) = Agd(1) + Byty (1) + £4(1). (46)

In this way, consider the following vectors and matrices:

o [aso] s [en®] 5 [ Xe@)
“) = _)‘cé(t)} Vo= |:§12(t):| 00 = [fclom} :

N E0) ~_Jo1 o
o= [T a= [0 4] =[]

_[o] g 0 _Jo RED

Yy

x5(1) x11(1) Xo(1)
€ = _%(r)} V= [ma)} 00 = [xma)} ’
with i = z(2), (1), 0(1), ¥ (1) and j = (1), Y ().

Remark 3: In order to control the translational movements
in x(¢) and y(¢), we defined virtual controllers in the numerical
results presented below. These controllers have the structure
of a proportional-derivative control and they are designed as
€x(t) = —kiex(t) — kaex(t) and éy(t) = —kzey(t) — kqey(2),
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TABLE 1. System parameters description.

Description Notation Value Units
UAV mass m 3.091 kg
Inertia in xp(t)-axis Ligxy 0.5059 | kgm?
Inertia in xg(t) — yp(r)-axis | ILigy, OF Iypry 0 kgm?
Inertia in xp(t) — zp(t)-axis | ILyuz or Ly | -0.0910 | kgm?
Inertia in yg(t)-axis Lipye 0.4119 | kgm?
Inertia in yp(t) — zp(t)-axis | Iy, or Ly 0 kgm?
Inertia in zp(t)-axis Ly 0.7822 | kgm?
Gravity constant g 9.81 3

respectively, where k1, ky, k3, k4 are positive constant gains
and e (1) = x1(f) — Xref, €y(t) = X3(t) — yrer are the
corresponding tracking errors of x(¢) and y(¢). Notice that,
from equation (45), x(¢) can be controlled by manipulating
0, then, defining e9 = X9 — B and, through mathematical
manipulations, the form of the reference value for theta is

given by:
eref =
[(—klex(l) — koéx () + Xref ) 1 }
arctan — —ag - s
g+ uy(t) cosx11(%)

inxy (¢

with ag = tan x7(¢) w 47)
cos Xo(t)

Similarly, from equation (46), y(¢) can be controlled by
¢(t). Defining ey(t) = x7(t) — ¢rer, the structure of the
reference value for ¢(¢) is given by:

¢ref =
k3ey(t) + k4éy(t) — Vret cos Xo(1)
arctan — + ag = .
g+ uy(t) cos x11(f)
with ag = tan x9(¢) sinx(z). (48)

B. NUMERICAL RESULTS

In order to demonstrate the effectiveness of the robust con-
troller (RC) described in Section IV, we conducted trajectory
tracking simulations by using MatLab-2020Ra and multiple
Simulink toolboxes, as well as the Bogacki-Shampine
method with a sample time of #; = 0.001 seconds.

The mission profile for every simulation scenario was
defined by considering the UAV dynamics given in equa-
tion (2) and the considerations presented in Section V-A.
The system parameters used in the simulations are given in
Table 1. These values were obtained through the inertia and
angular moment concepts, as well as the characteristics of
the aircraft (lengths and mass). For all instances studied, the
simulation time was set as ¢ € [0, 100] seconds. In order to
track a given trajectory for the translational dynamics (x(¢),
(1), z(¢)) and to keep the rotational dynamics (¢(¢), 6(¢),
¥(t)) around the origin, the desired trajectories are given
in a three dimensional space (x(¢), y(¢), z(t)) by using the
parametric equations shown in Table 2.

The designed trajectory consists of a smooth transition in
speed changes during the mission. The w term represents the
frequency of the trigonometric functions used to generate the
desired trajectories. The initial conditions were defined as
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TABLE 2. Characteristics of the desired trajectory. b; = 3.5, b, = 0.5,
¢; =2 and » = 5Hz. ¢, = 2b, — 2 b, cos(t/w),
¢35 = (by +by)/(1 + exp=09=3)), ¢4 = ¢; — ¢; cos(t/w).

Time 7 (s) Xref Yref Zref
[0, w) b1 + b2 c1 c3
[wTr, 2wTr) b1+ b2 —cy cos(t/w) | b1 +0.3
2w, 3w) | ba + by cos(t/w) —ai b1 +0.3
[Bwr, 4wr) —b1 + ba c1 cos(t/w) b1 +0.3
[Awm, bw) | by — by cos(t/w) c1 b1 +0.3
[5wr, 100) c1 — c1 cos(t/w) co cq

X0 = [4,2,0.02,0.05,0.03,0.05,0,0,0,0,0,0]T. We used
the following disturbances for the translational and rotational
dynamics of the underactuated system:

A(t) =
[0 0.1 ¢(0.1£) 0 0.1¢(0.1#) 0 0.1¢(3.3t) 0
0.05 c(12.54 %) 0 0.05 c(12.541) 0 0.1 c(0.11)]T, (49)

where c(*) stands for cos(x). Similarly, we used the following
disturbances in the control signals: for u,(#) a sawtooth
function with an amplitude of 1.2 and a frequency of 1.5 Hz,
for 7y (1), T9(t) and 74 (1) arandom function with an amplitude
of 1.2 and a frequency of 2 Hz. For the robust control, the
matrix that transforms the dynamics in the form given in (4)
to the representation given in (7) is given as:

Ty = [—01 ﬂ , for z subsystem T, = [_01 ]80] (50)

where h = ¢(t), 6(t), v (¢).
In general, the sliding surface (8) for each subsystem i =
{z(t), @(2), O(t), ¥(t)}is obtained as follows:

t

®;(1) = Kyigi(t) + K2i/ pi(t)dt + K3;9;(t),  (51)

0]
with Ky, = 0.03118, K, = 0.02348, K3, = 0.0188, Ky =
6.236, Kyy = 2.348, K34 = 0.0376, Kj9 = 1.559, Kyp =
0.2348, K39 = 0.0376, K;y = 0.3118, Kyy = 0.2348,
K3, = 0.188. These gains were obtained heuristically by
conducting several simulations.
Using the MatLab Yalmip-CVX toolbox, the above
numerical procedure gives the following set of numerical
solutions

a1 =035, e =29 x 107,
X =1.319 x 10*, Y = —2.209 x 10*, R = —1.674,
for ¢(t), O(t) and ¥ (¢).
X. = 1319 x 10*, Y, = —2.209 x 10%, R, = —167.487,
for z(¢). (52)
The robust control action associated with the UAV dynamics
1S given as:
u(t) =
— B, K3 (K3 {Qin Aini QA1 ) +K1,Qin) zin (1)
+ (K3 {QitAiiz + Q2 Az} + Koi + K1iQi2) zi2(2)
+ (K3iQnBi + K1 B) u(t) + p;Sign(®;(1))} -
(53)
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FIGURE 2. Positions and velocities of the x(t) and y(t) dynamics
obtained from the implementation of the PD, ISM and Robust controllers.

For the conducted tests we used:

0-1 0 —0.01 0
] A=l el

0
By = |:1 » 104] , Q= 1.6749, Qp = 1.6748,

0. = 7.95455 p; = 0.0795.

The values for Ky;, Ky; and K3; have already been defined
previously. For considered y = 0.0001, the ultimate bound is
obtained as » = 0.0010. Thus, the system’s trajectories arrive
to its ultimate bound in time 7" = 2.046 seconds.

In order to compare the designed robust control, traditional
PD control and integral sliding mode control (ISMC) were
tested. The simulation parameters for the last two are
described below. Figures 2 to 4, shown the simulation results
associated to system under representation (7). The blue,
orange, and black lines show the system response for the
controllers PD, ISMC and RC, respectively. The figures are
divided into subfigures, the upper ones correspond to the
positions and the lower ones are related to the speeds.

The design of PD [40] controller is

u(t) = kpk(t) + kax(t), (54)

where k, and k, are control gains. The control inputs for the
tests performed are ug, = kyze; +kgze;, up = kppey +kapéyp,
ug = kpgeg +kqoep and uy = kyy ey +kqy éy . The tuning of
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FIGURE 3. z(t) position, ¥ (t) angular position and velocities with PD,
ISMC, and Robust controller.

the gains was done using the simulink PID toolbox, however,
through a fine tuning with k,;, = 2, kg; = 1, kpp = 2.5,
kap = 1, kpg = 2.5, kg0 = 1, kpy = 2.5, and kgy = 1 were
the chosen values.

On the other hand, an integral sliding mode control was
designed as it is present in [15]. To this end, system 4 was
considered. The sliding surface is defined by

t
o (x(n) = G(x(r) — x(0)) — G/ (A%(t) + Buo(r))dT,
(35)

with G € R™*" and det(GB) # 0 is satisfied. The integral
sliding mode control is given by

ut) = up(t) + ui(t), u() e U(r) € R™, (56)

where uo(¢) is a nominal controller and u;(¢) is designed to
compensate unmatched disturbances. The design of ug(t) is
just used to stabilize the nominal system and was the PD
controller previously mentioned. The auxiliary control on
ISMC is considered as

u (1) = —(GB)" p(t, %) sign(o (%(1))) (57)

where p(t, x) >| £€1(¢,x) || and £ (¢, x) is upper bound for
&. The values used for each subsystem in the simulations are
G. = [0.150.15], G4 = [0.11 0.11], Gy = [0.11 0.11],
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Robust controller.
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FIGURE 5. 3-Dimensional Figure shows vehicle trajectories with PD,
ISMC, robust controller, and reference of x(t) , y(t) and z(t) dynamics.

Gy = [0.11 0.1 1] p; = 100, pp = 100, py = 100 and
Py = 100.

The translational performance of the UAV, in the x(t), y(¢),
z(t) space is shown in Figure 5. In addition, Figure 6 presents
the control signal for the strategies during trajectory tracking.

The ISMC has a good performance compared to the other
two controllers while the system is subjected to disturbances.
But one disadvantage is the high energy consumption of this
one. Also, the conclusion of which control strategy has the
highest performance is presented in an analysis based on the
error response. The analysis results are presented in Table 3
in terms of the translational dynamics. The absolute error
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TABLE 3. Errors comparative in the trajectory tracking of the UAV.

Controlller IAE ITAE ISE ITSE
PD 64.6069 | 3248.7833 | 43.1353 | 2170.9200
RC 29.8830 | 1442.2882 9.8079 450.7579

ISMC 11.2153 571.4193 1.5070 77.0232

(for IAE and ITAE) illustrates which control algorithm has
a better performance compared to each other. The control
strategy that shows the best performance is the ISMC with
respect to the RC and PD controller, as well as, the robust
control shows values similar to the ISM controller. Also, the
analysis exhibit the energy consumption of each controller
and demonstrate the higher consumption energy is for the
ISMC to reject disturbances.
The analysis of the energy consumption is defined by:

Er = / t u(t)Tu(r)dr. (58)
0

The results demonstrate that the energy consumed during
the flight mission for the designed robust controller was
Erge = 9041.6110 N?m?s, while for the proportional
derivative controller was Er,, = 8905.4839 NZm?’s,
and for the integral sliding mode control was Ery,
28262.3408 N2m?*s. The PD control presents the best
performance in terms of energy consumption, due to it’s
structure. However, the value of the energy consumed by the
robust controller is not too far from the obtained with the PD
controller.
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VI. CONCLUSION

In this paper, a robust control which reduces the uncertain
and disturbance effects of a six-rotor aircraft was designed.
By solving a specific linear matrix inequality related with a
sliding mode control, the Attractive Ellipsoid Method helped
to conclude the Ultimate Uniform Bounded Stability around
the trivial solution of the system. Furthermore, the tests with
the six-rotor underactuated system exposed the effectiveness
of the robust control algorithm designed here. The control
showed that by increasing the perturbation magnitude, the
control also augments and guarantees the same behavior in
the translational dynamics. Despite, from the comparative
study in terms of the IAE, ITAE, ISE and ITSE criteria,
the ISMC demonstrated to have a better performance with
respect to the obtained with the PD and RC controllers, it was
the robust controller which exhibited a better performance in
terms of energy consumption.

A. ABBREVIATIONS AND ACRONYMS
The following abbreviations are used in this manuscript:

UAV  unmanned Aerial Vehicle.

SMC  Sliding Mode Control.

AEM  Attractive ellipsoid Method.

RC Robust Control.

UUB  Ultimately Uniformly Bounded.
PD Proportional Derivative (control).
ISMC Integral Sliding Mode Control.
ITAE Integral Time Absolute Error.
ISE Integral Square Error.

ITSE  Integral Time Square Error.
PID Proportional Integral Derivative.
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